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Synopsis.
From the general requirements of Lorentz invariance, reasonable mass spectrum 

shape, and local commutativity it follows that the vacuum expectation value of a 
product of field operators is the boundary value of an analytic function. A cor­
responding statement holds for the Fourier transform of the retarded commutator 
and for the time ordered product of the fields. For the special case of three scalar 
fields, it is shown that, in general, the domains of analyticity obtained in x-space 
and in p-space are identical. This domain is explicitly computed and shown to be 
bounded by pieces of analytic hypersurfaces. These surfaces intersect in corners 
which are of such a kind that the domain is not a natural domain of analyticity. 
The holomorphy envelope of this domain is computed using only elementary 
methods. The result turns out also to be bounded by pieces of analytic hyper­
surfaces.



I. Introduction.

During the last few years, some effort has been devoted to an exploration of the 
mathematical structure of the vacuum expectation value of a product of local 

field operators. In these investigations it is customary to use only very general physical 
requirements of the theory. Research of this kind is made either with the objective of 
characterizing those properties of local, relativistic field theory that must hold what­
ever the nature of the interaction between the fields, or with the more practical 
motivation of getting tools for the handling of particular theories like quantum electro­
dynamics. Whatever the motivation is, the following requirements arc conventionally 
used.

I. Phe theory must be invariant under Lorentz transformations.
II. The energy-momentum spectrum must be physically reasonable.

III. A field operator at a point x commutes with a field operator at a point x' if the 
distance between x and x' is space-like, i. e. if (x-.r')2 > 0.

We shall refer to condition III as the condition of “local commutativity”. Condition II 
requires some further elaboration. From I we conclude that there exist “displacement 
operators” P with the properties

(0

(A (.r) in Eq. (2) is any field that does not depend explicitly on the coordinates). 
From (1) it follows that we can introduce a special representation in the Hilbert 
space in which every state is a simultaneous eigenstate of all the P 's with eigenvalues 
p/(. Our condition II can then be more precisely formulated in terms of these eigen­
values p/t in the following way:

a) There exists a unique slate (the vacuum) for which all components of the 
vector n are zero.1 /I

b) For all other states, the vector p/t is time- (or possibly light-) like with a 
positive value of the time component p0.

1*
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lu the special representation mentioned here, it follows from (2) that the x-dependence 
of any matrix clement of the field A (x) must be of an exponential form

< a I A (x) I &>-<a I A | e‘ \ (3)

In Eq. (3), p^’ ami p^w are the eigenvalues of the operators P belonging to the states 
I a > and | b > •

For the particular ease of the vacuum expectation value of two field operators, 
the results are rather complete1. As a special case of (3) and from condition II it 
follows that the “frequency” of a matrix element from the vacuum | 0 > to any other 
state I z y must be positive

< 0 I A(x) I -> = < 0 I A I z)e^>x, with > 0. (4)

Therefore, if we introduce a complete set of states | z > as “intermediate states” in 
the vacuum expectation value of two scalar fields A (x) and B (x') (we consider the 
case of scalar fields for simplicity; analogous results hold for fields with other trans­
formation properties), we can write it in the form

< 0 I A (x) B (x') I 0 > = £ < 0 I A I z > < z I B | 0 > eip<!> {x~x'} 
I Z >

GAB(i>) - 77 (p2) 0 (p) - V y < 0 I AI - > < -’I K I 0 > • 
p,!~> = p

(5)

(5 a)

(5 b)

(V= volume of periodicity). The function GAB(p) is different from zero only if the 
vector p lies inside the forward light cone, a fact that is clearly exhibited in Eq. (5 b). 
It must be emphasized that the sum in (5 b) goes only over those states for which the 
vector p (and not, e. g., its square) has a given value. As is easily shown, there are 
only a finite number of states of this kind and, therefore, the sum defining the function 
GAB(p) can never diverge. If A (x) and B (x) are renormalized fields for which the 
matrix elements (3) (and (4)) are finite, the computation of the function GAB (p) can 
be carried through without encountering any infinite quantities2).

The vanishing of the function GAB(p) whenever p is not within the forward light 
cone tells us that the function B 'AB (x — x'), defined by

1 H. Umezawa and S. Kamefuchi, Prog, Theor. Phys. 6, 543 (1951); G. Kallén, Helv. Phys. Acta 
25, 417 (1952); H. Lehmann, Nuovo Cimento 11, 342 (1954); M. Gell-Mann and F. E. Low, Phys. Rev. 
95, 1300 (1954).

2 If the theory contains a particle witli zero mass (the photon), this statement is not quite correct, 
as states with arbitrarily many photons of arbitrarily low frequencies cause some complications. The pos­
sible infinities encountered in this way are usually classified as “infrared”. The simplest way to avoid them 
is to give the photon a small mass, which is the position that we adopt here. This means that all the vectors 
p are supposed to be time-like.
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F^ß(x-x')=<0 I A(x) B(x') I O >, (6)

is the boundary value of an analytic function FAB (z) regular for all complex numbers 
z that can be written in the form

z= -(x-x' - ir/f, (7)

with T] a lime-like vector in the forward light cone3. As is easily seen, every point that 
does not lie on the positive, real axis can be represented in the form (7). Therefore, 
FAB (z) is regular everywhere in the complex plane cut along the positive, real axis. 
(For brevity, we shall refer to this domain as “the cut plane”).

If we compute the vacuum expectation value of the product B (x') A (x), we get 
in an analogous way another analytic function FBA (z) of the same variable z which 
is regular for all points that can be written in the form

z=-(x'-x-zp)2. (8)

As (7) and (8) cover the same domain (the cut plane), FAB (z) and FBA (z) have the 
same domain of analyticity.

So far, no use has been made of the local commutativity. It follows immediately 
from III that the two functions FAB (z) and FBA (z) are equal for real, negative values 
of z. As they are both analytic functions they are then equal for all other values of z. 
From this it then follows that GAB (p) = GBA (p). In this way, our condition III reduces 
the number of independent vacuum expectation values in the theory4, but does not 
restrict, e. g., GAB (p) itself.

Frequently, one is interested not only in the expectation value of the ordinary 
product in (5), but also in, e. g., the “retarded commutator”5

0 (x - x') < 0 | [A (x), (9)

As the two fields A (x) and B (x') commute for space-like separations, the retarded 
commutator vanishes except where x-x' lies in the forward light cone, and its vacuum 
expectation value is invariant under Lorentz transformations without time reflections. 
Its Fourier transform H (p) in (9) is therefore also the boundary value of a certain 
analytic function H (z) regular for all points z that can be written in the form

z=—(p + z‘p)2; p2 < 0; p0 > 0, (10)

3 A. Wightman, Phys. Rev. 101, 860 (1956). Note the difference in metric between this paper and 
the present discussion where we have put x2=x2-xg.

4 The equality GAB = GBA can also be deduced from oilier hypotheses without the use of III. For 
example, the well-known PCT theorem implies, in particular, that in a theory invariant under strong in­
version, Gab = Gba. Cf., e. g., R. Jost, Helv. Phys. Acta 30, 409 (1957).

5 In many applications the retarded commutator can be replaced by the “time-ordered product” 
< 0 I P (A (x) B (x')) I 0 > = 0 (x-x') < 0 I A (x) B (x') | 0 >+ 0 (x'-x)< 0 | B (x') A (x) | 0 > (cf. below). Roth 
the retarded commutator and the time-ordered product are well-defined quantities only if the commutator 
( 0 I [A (x), B (x')J I 0 > is not too singular for x = x'. For the moment, we assume this to be the case.

Mat.Fys. Skr.Dan.Vid.Selsk. 1, no. 6. 2
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i. c., analytic in the cut plane. This property of H (p) can also be demonstrated with 
the aid of the following formal calculation. Using the integral representation

p + °0

0(æ)=7^w \ lini \ ciTZo; £ > 0 (11)
A t-Z£

V — oo

and
< 0 I [A (,r), B(C)] I 0> = ^U (12)

with

we can write
(12a)

0 (a? — .r') < 0 | [A (.x),/? (.r')] | 0 > 7—41 ( </p eip (x - x'} lim ( //t ?T (x°“ 
(2%)4J £_>0Jt—Z£ n(lp)e(P)

= (2~i $,ll> eiv (x~x’' Ü ért " (T>2 - ('‘o+t>2> f </>+ (13)

with

(2 J)1 J dp eiV (X X ) linJ11 ^p2’ Po ’ £) ’

/J (p2, p0; e) =

c00
I da n ( - o)
' u + p2-(po+ fe)2'
do

1
r-p0-ie

1
t + po+i F

(14)

Equation (14) shows explicitly how H(p) in (9) is the boundary value of the analytic 
function 17 (c)

00

dan (-a)
-------------- (15)a — z

o
regular in the cut c-plane, with

r=-p2 + (p0+z£)2. (15 a)

/7(")=\
■ '

An analogous calculation for the time-ordered vacuum expectation value yields the result

p°o
< 0 I P(,4 (,T) li (x') I 0 > - J \ dp e‘» \ daJl<-d

(2 np j i a + is
do

(16)

Thus, the Fourier transform of the time-ordered product is a different boundary value 
of the same analytic function 11 (c). It is evident that, as long as one is interested only 
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in the real parts of (14) or (16), they are interchangeable. As an example we might 
mention that the vacuum expectation value of the current operator in quantum electro­
dynamics with a weak, external held A®xt (x) can be written as6

< 0 I (x) I 6 > = - z $ dx' & (x - x') < 0 I [jv (x'), j/t (x)] I 0 > A®xt (x') + ren. terms

-I-rcn. terms.
(16a)

In the special case in which the Fourier transform J®xt (p) is different from zero only 
for space-like values of p2 (i. e., when no real particles can be created by the external 
field), the ie in the denominator of (16a) does not matter and (16a) can be replaced by

( dp eipx (p) + ren- ternIS

- i J dx' < 0 I P (jv (x') (x)) I 0 > A®xt (x') + ren. terms.

(16b)

When real particles can be created by the external field, (16a) must be used instead 
of (16b).

The assumption that F'1B(x —x') is not too singular at x = x' is equivalent to 
the assumption that 77(p2) behaves in such a way at infinity that the integral over a 
appearing in (14)-(16) is convergent. Whether or not that is the case depends on the 
particular theory under investigation. In so-called “renormalizable” theories, it is 
assumed that even if the integral (15) itself does not converge, some modified version 
of it with a higher power of a in the denominator and a polynomial of z outside the 
integral sign makes sense. The exact form of this polynomial is dependent on the 
number of “renormalization terms” that enter into the theory. As an example we 
might mention that the renormalization terms indicated in (16 a) and (16 b) are of 
such a form that they convert the integral over a in these formulae to6

(16c)

thereby improving its convergence.
In this paper, we want to generalize these results to lhe vacuum expectation 

value of three operators, using only the same very general kind of argument that has 
been used previously for the two-fold expectation value. As we shall see, this generali­
zation encounters an entirely non-trivial problem when we take the step from an ana­
lytic function of one complex variable discussed above to an analytic function of three 
complex variables. Before entering upon these mathematical difficulties we want to 
stress some of the similarities that do exist between the two cases.

6 H. Umezawa and S. Kamefuchi, Prog. Theor. Phys. 6, 543 (1951); G. Kâllén, Helv. Phys. Acta 
25, 417 (1952), appendix.

2*
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II. The Analytic Properties of the Three-Fold Vacuum Expectation 
Value in x-Space.

With the aid of an argument entirely similar to that which led to Eq. (5), we find 
that we can write the vacuum expectation value of three scalar fields A (x), B (x'), 
and C (x") as

FABC (x -x', x' - x") = < 0 I A (x) B (x') C (x") | 0 >

dp dp' eip + GABC(p, p),
(17)

where the function GABC (p, p') is different from zero only if both vectors p and p' 
lie in the forward light cone. From this it follows in the same way as before3) that 
FABC(x-x', x'-x") is the boundary value of an analytic function of the two com­
plex vectors x-x' - ip and x' - x" - ip', where p and p’ vary independently in the for­
ward light cone. With the aid of the invariance of the theory under Lorentz transfor­
mations, it can further be shown that the analytic function depends only on the fol­
lowing three Lorentz invariant variables7

"i = - (æ — x’ — i r;)2,
/ f tf • '\2Z2 = ~ ( X - æ - ^ ) > (18)

Z3= -(x_x"- Z (T?+ Î?'))2.

Eq. (18) defines a certain domain in the (six-dimensional) space of the variables 
zft. As this domain plays an important role in the following discussion, we introduce 
a special name for it and call it We shall study this domain in some detail in a 
later paragraph. For the moment we only remark that, even if each zk separately can 
vary over its whole cut plane, it is a non-trivial problem to determine whether or not 
SDi can be described as the “product” of the three cut z^-planes.

The same argument that was used in the Introduction to show that the two 
functions FAB (z) and FBA (z) were the same analytic function can be used here with 
only trivial modifications to show that the function FABC (zlf z2, z3) defined with the 
aid of (17) is identical with the other analogous functions that are obtained with the 
aid of the vacuum expectation value of other permutations of the operators A (x), 
B(x'), and C (x"). We can, e. g., look at the function FBj4C (zx, z2, z3) defined from

(B.V. means “boundary value of”)

7 I). Hall and A. Wightman, Mat. Fys. Medd. Dan. Vid. Selsk. 31, no. 5 (1957).

(19)
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and regular in all points that can be written in the form

z2=-(x-x"-ir/)2, 

z3=-(x -x" -i (r/ + r/))2.

(20 b)

(20 c)

The domain in the z-space defined by (20) is exactly the same as the domain 9ft. fur­
ther, if x-x' is space-like, the two vacuum expectation values in (17) and (19) arc 
the same because of the local commutativity. This means

B. V. FABC (Z1, z2, z3) = B. V. FBAC (z, , z3, z2) if (x - x')2 > 0 . (21)

The permutation of the variables z3 and z2 on the right-hand side of (21) occurs because 
of the different ordering of the points in the definitions (17)-(18) and (19)-(20). 
If we now look at the particular region where not only x-x', but also x'-x" and 
every linear combination of these two vectors are space-like, we can choose both y 
and y' orthogonal to the two-dimensional manifold just mentioned. We then obtain 
real, negative values for all the three numbers zk both in (18) and (20), even it the 
y's are different from zero. Therefore, the points obtained in this way lie in the in­
terior of the domains of analyticity of the two functions FABC and FBAC. Further, Eq. 
(21) holds on this three-dimensional manifold, as the same points can also be obtained 
from (18) and (20) with all imaginary parts equal to zero and space-like values of the 
real parts. We then conclude that the function FABC is equal to the function FBAC with 
its two last variables permuted wherever both functions are defined. Further, if one of 
these functions happens to be regular in a region where the other one was originally 
not defined, the former can be considered to be the analytic continuation of the other in 
the new region8. Our assumption about local commutativity therefore permits us to 
extend the domain of analyticity from the original domain 9ft to the union of 9ft and 
the domain that is obtained from it by a permutation of z2 and z3. Unless 9ft happens 
to be symmetric under this permutation which, as we shall see later, is not the 
case, this is a non-trivial extension. In a similar way, we find, by considering the func­
tion Facb (z3, z2, Zj) that it is equal to FABC (z15 z2, z3) wherever both are defined, and 
that one is the analytic continuation of the other into the domain where only one of 
them is defined. In particular, it follows in this way that FABC (zlf z2, z3) is analytic 
also in the domain that is obtained from 9ft by a permutation of zr and z3. Further, 
we get a similar result for, e. g., FCBA (z2, z1? z3), but as 9ft is symmetric under the per­
mutation of Z1 and z2 this does not lead to any extension of the domain of analyticity 
of Fabc itself.

Summarizing, we have found that all the six dillerent vacuum expectation 
values that can be obtained from the three operators A (.r), B (.if), and C(x") are

8 The argument given here is a slight generalization of the corresponding argument in ref. 3) for the 
special case A= B= C. 
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boundary valnes of the same analytic function FABC (zx, z2, z3). This function is regular 
in the union U of and the two domains that are obtained from it by permutations 
of z3 with z1 and z2. Conversely, if we have a given analytic function regular in (J 
and satisfying certain boundedness conditions9, we can, by taking appropriate 
boundary values of it according to the prescriptions inherent in (18) and (20) etc., 
obtain all the six vacuum expectation values that can be formed out of three scalar 
fields. The expressions obtained in this way fulfil all our assumptions 1, II, and 111 
in the Introduction9.

Therefore, they give a complete characterization of the properties that follow 
from conditions I — III.

III. The Analytic Properties of the Three-Fold Vacuum Expectation 
Value in /»-Space.

As we pointed out in the Introduction, we have two analytic functions connected 
with the two-fold vacuum expectation value, viz. the function F (z) in x-spacc and 
the function H (z) in p-space. (Cf. Eqs. (6) and (9)). For the case of the three-fold 
expectation value, we have previously discussed the functions analogous to F(z), 
and now we want to show that we can also define analytic functions in p-spacc con­
nected with the three-fold vacuum expectation value. Consider the expression10

0 (x - x') 0 (.v' .v") < 0 I [C (x"), [B (x'), A (x)] J | 0 > + 0 (x -x") 0 (x" - x') j

< 0 I [B(x'), [C (x"), .4 (.r)]] I + (22)

If the three operators A, B, and C commute for space-like separations, the left-hand 
side of (22) is invariant under Lorentz transformations. (Note that, for space-like 
separations of x' and .v", the two iterated commutators are equal because of the 
Jacobi identity. Therefore, the expression is unchanged when the two-time coordinates 
x0 and x0 become equal and the two step functions 0(x'-x") and 0(x"-x') change 
their values). Further, this expression obviously vanishes unless the two vectors x-x' 
and x-x" both lie in the forward light cone. Therefore, HA (p, p') is the Fourier trans­
form of a function that has the same general properties as, e. g., GABC (p, p') in (17) 
and is thus the boundary value of an analytic function HA (zY, z2, z3) regular in the 
domain defined by

9 Cf. L. Schwartz, Transformation de Laplace des Distributions, Med. Lunds Mal. Sein., Suppl. 
(1952), p. 196.

10 The significance of expressions of the form (21) (or (9)) with A (z) etc. as Heisenberg fields was 
first realized by 11. Umezawa and S. Kamefuciii, ref. 6). Later, similar expressions with either retarded com­
mutators or time-ordered products have been used. e. g., by (1. Kâllén, Mat. Eys. Medd. Dan. Vid. Selsk. 
27, no.l2(1953); M. Goldberger, Phys. Bev. 1)7, 508 (1955); E. Low, Phys. Rev. 97, 1392 (1955); 11. 
Lehmann, K. Symanzik and W. Zimmermann, Nuovo Cimento 1, 205 (1955); ibid. 6, 319 (1957); G. Mohan, 
Suppl. Nuovo Cimento 3, 440 (1957).
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^1 = -(p-^)2> (23 a)

(23 b)

~3 = -(p+p -i <J1 + P'))2- (23 c)

Clearly, (23) defines the same domain 90? as (18).
The expression (22) is completely symmetric in the operators B and C, but the 

operator A (and the time ,r0) plays a somewhat distinguished role. In a similar way, 
we can build up two analogous expressions, where B (x'') and C (x") are singled out 
and define two more analytic functions HB and Hc. If these are then expressed in 
terms of the same variables zk that were used in H4 and defined in (23), it follows 
by inspection that these two new functions are analytic in the two domains that are 
obtained from by a permutation of z3 with or with z2. We thus have a situation 
that is somewhat analogous to the situation in x-space, except for the fact that we 
have no local commutativity to assure us that the three functions are equal in some 
common domain. However, if we investigate the algebraic structure of (22) in some 
detail, we find a relation that can serve as a substitute for local commutativity. Writing 

the step function 0 (x) as (1 + e (x)) = 1 + . j, we find after some algebraic
manipulations ~ ' I ° 1/

0(.r 1) 0(12) <0 I [C (2), [ß(l), A(x)]] I 0>

I - 0 (x 2) 0 (21) < 0 I [B(l), [C (2), A (.t)]] I 0 >
- |[< 0 | A (x){ B (1), C (2)}| 0 > + < 0 | B (1) [C (2), A (x)] | 0 >

+ <0|C(2) [B(l).A(x)] |0>]

+ i f (,T 1 ) < 0 I [C (2), [B (1 ), A (x)]] 10> + t s(x 2)< 0 | [B (1 ), [C (2), A(x)]J | 0>
1 1 (24)

+ 5e(21)<0|[A (x), [C(2), B(l)]]|0>

+ i e (12) e (x 1) [ < 0 I A (x) B (1) C (2) | 0 > + < 0 | C (2) B (1) A (x) | 0 > ]

i is (x 2) e (21 ) [ < (» I A (x) C (2) B (1) | 0 > + < 0 | B (1) C (2) A (x) | Il

+ |e(l x)e(x2)[<0 I B(l)A(x)C(2) | »> + <<) | C(2)A(x)B(l) |0>J.

The last three lines containing two e-functions are completely symmetric under per­
mutations of A (x), B (1), and C (2) and simultaneous permutations of the arguments 
in the sign functions. This is not true for the other terms with one or no sign func­
tions. However, if we compute the Fourier transform of these other terms, it follows 
immediately from (24) and the assumption II in the Introduction that this Fourier 
transform is zero, unless at least one of the vectors p, p', and p+ p' is time-like. There- 
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fore, in the particular region described after equation (21), where all vectors are space­
like, the function HA (p, p') is equal to the Fourier transform of the three last lines 
in (24). If we express all three functions HA, HB, and Hc in terms of the same vari­
ables p, p' (and the corresponding analytic functions in terms of the same variables 
z), we have the relation

Ha = HB = Hc for all vectors space-like.

This is a relation of exactly the same kind as (21) in .r-space and it can be used in 
the same way to ascertain that the three analytic functions are all equal and all reg­
ular in U. We then have the rather remarkable result that both in .r-space and in 
p-space we have only one analytic function (i. e., one in each space) and that the 
domains of analyticity of these two functions are the same.

The last sentence above requires a slight modification if assumptions Ila) 
and lib) arc replaced by a more detailed specification of the mass spectrum of the 
theory. If, e. g., we require that the mass spectrum starts with two discrete states with 
masses /n1 and m2 (both different from zero) and then has a continuous part above 
(nq + /n2), the analyticity domain for the //-functions is somewhat bigger than the 
domain for the functions in r-space. No discussion of that problem is given in this 
paper.

For completeness, we want to mention that the Fourier transform of the time- 
ordered product of the three operators A, B, and C can also be expressed as a boundary 
value of the same analytic function H (r). In places where the signs of the imaginary 
parts of the boundary value do not matter, the time-ordered expression can therefore 
again be used instead of the retarded, iterated commutator in (22).

IV. The Domain 2JÎ defined by Eq. (18).
We have now arrived at a point where it is essential to have a detailed and clear 

idea about the domain described by Eq. (18) (or (23)), i. e., we want an explicit 
determination of the points zk that can be written in the form

Zi= -(x-zr/)2,

-a = - (y - *V) 2>

~3 = - (æ + ?/ -1 (y + y'))2’

(25)

where x and i] are two arbitrary four-vectors, while z/ and z/ vary inside the forward 
light cone. While this is an entirely elementary geometric problem, a frontal attack 
on it can lead to considerable complication, and we shall find it convenient to use some 
of the information obtained in ref. 7. We recall that a continuous mapping of one 
region into another may carry boundary points into interior points and interior points 
into boundary points. It is an important simplification, in our case, that interior points 
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of the region over which the vectors vary are mapped into interior points of the region 
over which the zk vary*.  (The simple example: y = x2 in which the interval — 1 < 
x < 1 is mapped into 0 S y < 1 and the interior point x = 0 is carried into the boundary 
point {/ = () may convince the reader that this is not trivial. Besides, the discussion in 
Appendix I in connection with Eq. (A. 9) gives another example of a complication of 
this kind). Thus, in looking for boundary points, we shall limit our attention to pairs 
of vectors such that at least one of y and îf lies on the light cone. Furthermore, we 
can be sure to get every boundary point of in this way*.

The case in which y lies on the cone and y' in its interior can easily be dealt with. 
Then, if we are to obtain a point on the boundary, zL must be real, and an argument 
like that used in connection with Eq. (7) assures us that, if zx is negative, one has an 
interior point zv z2, z3, while, if zx is A 0, one has a boundary point. (Of course, z2 
and z3 do not vary independently over the cut planes when zr varies over the non­
negative axis. Their range will be determined later). An analogous consideration for 
y in the cone and y' on it yields boundary points with z2 0.

There remains the case when both y and y' lie on the cone. For every such point, 
we have

zr =- - ,r2 + 2 ixy,

z2 = “ I/2 + 2 z’1/r/'> ' (26)

z3 = ’i + ~2 -2 xy + 2 yy' + 2 i (x y' + y y).

Not all points (26) lie on the boundary. As an example, we might mention the case 
discussed earlier where x and y and every linear combination of them are space-like. 
By choosing the two y’s orthogonal to both x and y, we get a point where all zk’s are 
real and negative. The same point can also be obtained with an y2 different from zero 
and slightly changed values of x2, y2, and (.r + y)2 and must therefore correspond to 
an internal point in the domain. Our next task is to single out the exact conditions 
on x, y, y, and y' for the point (26) to be on the boundary of For that purpose we 
write

.T-an^ + ai^' + g. I , , ,
/ with qy = qy=qy = q ?/=(). {21)

y = ct2ly + ot22y' + q' |

If y and y' are linearly independent, the coefficients akl in (27) and the vectors q and 
q' are uniquely determined. Since q and q' are both orthogonal to the two-plane 
spanned by the two liglit-like vectors y and ?/', they, and every linear combination 
of them, are space-like, i. e.,

y2>0; y'2>0; {qq')2 q2 q'2 ^0 . (28)

Introducing this notation into (26), we find

* This statement is a direct consequence of Lemma 3 of ref. 7 for those points where Z (z) = 
z^+ z|+ z|-2 (z1z2+ z2z3 + z3zj 0. For the exceptional points where A(z) = 0, one can easily make a direct 
argument.
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Introducing the notation zk = xk-\iyk for Å = 1,2, 3 and r = - 2 a12 a21 >///', we can 
eliminate all the xkl between the three eq nations (29) and gel

("1 + 72) (z2 + 7'2)
(30)

We may now consider q2, q'2, and qq' as arbitrarily given numbers subject only to the 
restriction (28). For every given set x1, x2, yr, y2, and r, it is then possible to tind 
numbers akl such that (29) is satisfied for some value of yy'. As yy' is arbitrary except 
that it must always be negative, it follows that we can consider xq, . . . y2 and /• as 
arbitrarily given numbers with the only restriction that the sign of r must be the same 
as the sign of y1 y2. We divide the following discussion in two parts:

a) l/i U2 > h and hence r > 0.

A particular case of (30) is obtained if we [mt q2 = q'2 ■- qq' = (). We then get the 
curve

-1 ~2= zL + z2 + r -I------- ; 0 < r < co . (31)

For fixed values of zr and z2, the point z3 describes a hyperbola when r varies from 
zero to infinity. This hyperbola has its center in the point z1 + z2 and one asymptote 
horizontal, while the other asymptote is parallel to the direction of z± z2. Two typical 
cases are illustrated in Figs. 1 and 2, where, for definiteness, we have assumed that 
~i and z2 both lie in the upper half plane. When they are both in the lower half plane 
we obtain completely symmetric pictures. Fig. 1 illustrates the case when the sum 
of the arguments of z1 and z2 is smaller than x or xy t/2 + x2 y1 > 0. The asymptote 
then points upwards. When the sum of the arguments just mentioned becomes bigger 
than x or when y2 + x2 J/i < 0, this asymptote rotates into the lower half plane and 
we get the situation illustrated in Fig. 2. We shall prove that for non-zero values of 
q2, q'2, and qq', the points (30) fill the region to the right of the curve in Fig. 1 or above 
the curve in Fig. 2. Any point zlt z2, z3 such that r3 is inside this domain can be ob­
tained not only from vectors x — i y, y — i y' with y and y' on the light cone, but also 
with y and y' slightly inside. Such points are interior points of the zlf z2, z3 domain. 
Therefore, the curve (31) is the boundary of our domain in the case yr y2 > 0.11 
To prove this we eliminate the parameter r in Eq. (30) and write it as an equation 
between ,r3 and y3

11 A result essentially equivalent to this statement and to the corresponding Eq. (40) below was lirst 
obtained by D. IIall, thesis, Princeton 1956 (unpublished). His calculations have been considerably re­
arranged and simplified in the above derivation. We want to thank Or. Hall for his kind permission to use 
his results here.



Nr. 6 15

Fig. 1. The curve (31) for the case y1 > 0; 
y2 > 0; Xiy2+x2yi > 0.

Fig. 2. The curve (31) for the case >0; y2 > 0; 
*1 U-1+ æa Ih < 0-

(æi + g2) > g
y 3 - yi - y2

(32 a)

3T + t2
(.xt + g2) y2+ (æ2+ g'2) yi 

ys-yi-ya
(■n+ g2) (æ2 + g'2) -ij! g2 
•Ti y2 + T2 gi + g2 y2 + g'2 gi

(ys-yi-ya)- (32 b)

If wc call .r30) the value of x3 which we get from (32b), by putting g2 = g'2 = gg'= 0, 
I he difference between ,t3 and .x* 30) can be written in the following way

, , g y2 + g yi2gg +----------------
y3 - yi - y2

(ih - ?/i - y2)
g2 g'2 (xjj/sjjr^g!) ^g2yy(æjxdlt 2 (æî± 7i> 

(æi y 2 + æ2 yi) [æi y 2 + æ2 yi + g2 y2 + g'2 y J

When T1g2 + .r2g1> 0 (cf. Fig. 1), it follows from (32 a) and r > 0 that we are 
interested only in that branch of the hyperbola for which y3 - yr - y2 > 0. In this 
case, we get from (33)

•t3
( g2 y2+g'2 y 1) [ g2 g'2 q^y^+y^+q2(æt+yî)

(æi y2 + æ2 yj [æi y2 + æ2 yi + g2 yi + q 2 y2]
(34)

With the aid of the inequality

+ 2 yi y2 (æ! æ2 + y! y2)J g2 g'2 (t\ g2 + æ2 y02,

the expression in the big square bracket of (34) can be simplified and we get

(36)



16 Nr. 6

which shows that the point (30) always lies to the right of the curve (31) in the case 
illustrated in Fig. 1. Furthermore, every point to the right of the curve (31) is obtained 
in this way, as one can easily convince oneself by examining (32 b). When 
■ri!/2 +'t2?7i < 0 (cf- Fig. 2), we are only interested in values of q2, q'2, and qq' so small 
that the inequality (.zy + q2) y2 + (,r2 + q'2) y± < 0 holds. Otherwise, it follows from (32 a) 
that IJ2 is positive and the point lies above the curve in Fig. 2. In the in­
teresting case, we have y^ — y^ - y2 < 0 and we see, with the aid of the inequality (35), 
that the last two terms in (33) are negative. Il follows that

Therefore, the point (30) lies to the left of the curve (31) in Fig. 2. Again it is easy to 
see that (32b) yields every such point, so our statement is proved.

b) iJi y2 < 0 •

In this case, the parameter r must be negative, according to the remark made after Eq. 
(30). To get the boundary in this case we change our notation slightly and introduce

«--A-(1+O
— /•

- r
A(1+o

Å-X); l+<5>0.

Eq. (30) now becomes
-3 Å) + _-2 (1 - 1 j - <5 (z, k + + r <52 + Z1r’2 + d,

with
d = - 2 qq' - 2 |/q2q'2 < 0 .

As a special case of (39), we get for <5-> 0, r-> 00, /!—>(), and r<52--> 0,

"3 “ ~i ( 1 + ”2 P m î 0 < Â’ < 00 .

This curve is also a hyperbola with its center in Z1 + z2 and asymptotes along the — 
and -z2 directions (cf. Fig. 3). We now want to prove that the points (39) fill the 
region to the left of the curve (40). We first remark that (39) for fixed finite r, ô, and 
d and varying k defines a curve with asymptotes parallel to those of (40), but inter­

secting in the point zr +z2 +—~Z~ + r ô2 + A instead of z1 + z2. Because r â2 and A are

S 0 and z1 z2 lies between the asymptotes of (40), the asymptotes of the curve (39) 
lie beyond those of (40). Furthermore, the curve (39) never crosses (40). To see this, 
one need only to assume that, for some positive k' and k,

z,(l -*')  + *2(l-pj=*i(l  -*)  + zdl + +^- (41)
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If one eliminates .r2 between the real and the imaginary parts of Eq. (41), one finds

U 2 =
(k-k'y 

kk'
(1 +5) + J

(42)

m contradiction with the condition yY y2 < 0. Thus, the curve (39) lies entirely within 
the region to the left of (40). Finally, it is easy to see that, by varying A holding k, 
ô, and r fixed, one gets from (39) along with 
the same argument as used in case a), we con­
clude that all points which are to the left of the 
curve (40) are interior points of our domain 
and, therefore, (50) is really the boundary.

At first sight it might seem a bit puzz­
ling that we have obtained the curve (40) 
only by the limiting process Ô—0, r -> oo , etc. 
The calculations of Appendix II provide an 
explanation; the pairs of vectors x-iy and 
y-iy' whose scalar products yield points on 
(40) have linearly dependent light-like vectors 
y and y'. In (27), we assumed y and y' linearly 
independent.

In the preceding discussion we have 

any point z3 all points z3-q, q > 0. By

ignored the cases y1 = 0, ay < 0 and y2 = 0, x2 < 0. This was purely a matter of con­
venience. These cases can be obtained by simple limiting processes from those 
described above. It is obviously necessary that the curves (31) and (40) then coin­
cide, and indeed they do.

To complete the specification of the boundary we have to return to the cuts. It 
is now easy to give the restrictions on z2 and z3 when, for example, z± lies on the cut 
iq = @ > 0. For zx, z2, z3 to lie on the boundary, z3 has to lie on the permitted side of the 
curve (31) or (40), depending on whether z2 lies on the same side of the real axis as 

or not.
Il is worth noting that both (31) and (40) are of the form F(z&, r) = 0, where 

F is an analytic function of the complex variables zk and also depends on one real 
parameter r (or k in (40)). A surface of this kind is conventionally called an “ana­
lytic hypersurface’’. In the 2 n-dimensional space of the n complex zk, this surface has 
the dimension 2 n- 1, i. e., it is five-dimensional for our case of three complex vari­
ables. They should be distinguished from the (2 n - 2)-dimensional surfaces defined 
by F(zfc) = 0, where F is an analytic function of zk, but does not depend on any real 
parameter. Surfaces of the latter kind are also of some importance for the discussion 
below and are called “analytic manifolds’’. Since the two analytic hypersurfaces (31) 
and (40) will be very important in the following discussion, we shall introduce special 
names for them, denoting (31) and (40) by F12 and S, respectively. The reason for 
these denotations will become clear from the discussion in the next paragraph.

Mat.Fys.Skr. Dan. Vid. Selsk. 1, no. 6. 3
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In summary, we have found that the boundary of our domain, Illi, in r2,z3 
space determined by (18) is composed of pieces of four analytic hypersurfaces:

The cuts
*i=e^o, 

r2 = p > 0 ,

-, -2
/'12: r3 - i r2 I r I ; () < r , (relevant when y} y2 > 0) (4 4 )

S': r3 = ( 1 - k) +- z2 ( 1 ; 0 < k < °o , (relevant when y1 y2 < 0). (45)

V. The Enlarged Analyticity Domain Following from Local Commutativity.

If we permute, e. g., zr and z3 in F12, we get a curve which we shall call F23 with 
the equation

"1 = ">2 + '3 H'T—. (46)
r

To compare F23 with F12 we solve for ~3 and gel

(47)

This curve is no longer a hyperbola. It starts at the origin with the slope z-Jz2- 1 and 
has a horizontal asymptote through the point rq. It intersects the real axis in a point 
P with the coordinate

for

l/iyl/a
IP 1/2

(.U] y2 - ,r2 yx)

r =
1
- (*i  u 2 - æ2 f/i) • 
i/i

Further, it intersects its own asymptote in the point

for

yi æ2 (y2-yi)-y2 (i/i-æi æ2) 

y 2 æi y2+æ2 i/i

yi (æ2 + y2) 
æi ij2 + .r2 yi

(49)

(49 a)

As the parameter r has to be positive, these intersections only lake place if the imag­
inary part of the ratio z2/z1 has the same sign as y1 in Eq. (48) and if the product z2
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(50)

or

(51 a)k

(52)

'3 _ ”1 G k ) + ~2

1
r = 2

(52 a)
3*

k
Å-r

With the change (51 a) in the parameter, Eq. (51) is identical with the original S-curve. 
The new parameter k' is either negative (for 0 < k < 1) or bigger than 1 (for k > 1). 
Apart from the change of the range of the parameter, the S-surface is therefore in­
variant under permutations of the zfc’s. This motivates the name “the symmetric curve 
or the S-curve. A complete picture of this curve with the branch corresponding to 
negative values of the parameter differs from Fig. 3 only by having both branches of 
the hyperbola in it. The S-curve intersects the real axis at the origin and also at the 
same point P that appears in (48). The corresponding values of the parameter k are 
1 and y1/y2.

For completeness, we also want to mention that the curve F23 niight have a sell­
intersection. This is most easily seen if we solve Eq. (47) for the parameter r. We 
get

has an imaginary pari with a sign opposite to the sign of the imaginary part of z1 in 
Eq. (49). A similar curve called F13 is obtained from F12 through a permutation of z2 
and z3. Figs. 4 and 5 illustrate a few typical cases of these curves.

If we permute, e. g., z1 and z3 in the S-curve, we get
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If it happens that both these r-values are real and positive for a point xq, z2, ~3> the curve 
has a self-intersection in that point. This means

f/i - J/2 - lh = () > 

æ2 y 3 + æ3 y 2= > 

æ2 æ3 - 1/2 lh > ° •

Eqs. (53) can be combined to give

(53 a)

(53 b)

(53 c)

(54)

(54 a)

When F23 really is the boundary of our domain the product y2 z/3 is positive. Hence, 
it follows from (54) that we must have y1 > y2, which is obviously inconsistent with 
(54a). Therefore, this self-intersection is never relevant for our discussion. With suit­
able permutations of the z’s, a similar discussion is also valid for the curve F13.

We are now able to draw a picture of the domain that is obtained from the 
domain in the previous paragraph when we permute z± and z3. A few typical cases 
are shown in Figs. 6-8. When z2 and z3 are in the same half plane, F23 is the boundary; 
when they arc in opposite half planes, S is the boundary. To be able to compare this

Fig. G. The analyticity domain (unshaded) obtained alter a permutation of zL and z3. -- {Ji > 0;
æi y2 - x2 > o ; xx y2+ x2 yx > 0.

domain with the domain obtained before the permutation, we have plotted all curves 
in the z3-plane for fixed values of zY and z2. Further, the domain where the function 
might have singularities has been shaded in these pictures. It must be remarked that 
in those cases where part of the positive, real axis lies outside the shaded domain, 
that part forms a “prong” where the function might have singularities. This follows 
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immediately from the concluding remark in the previous paragraph. Obviously, en­
tirely similar pictures are obtained if we plot the domain we get by interchanging z2 and 
"3 in (18).

We now have to form the union of the original domain and the two domains 
obtained after the permutations. The simplest case happens when zr and z2 are in

opposite half-planes (for definiteness, we suppose, y1>0, y2 < 0) and when x1y2- 
x2 ï/i > 0. We then get the union of the two unshaded domains in Figs. 9 and 3, i.e., 
the whole z3-plane except the positive, real axis (Figs. 9 and 10 show the union of the 
two domains that are obtained after permutations of z3 and z3 and of z2 and z3 when 
zr and z2 are in opposite half-planes). This case is so simple that no special picture 
is required. When xq p2-x'2 Ui becomes negative, we get instead the union of Fig. 10 
and a figure similar to Fig. 3. The result is shown in Fig. 11. The positive, real axis

Fig. 9. The union of the domains obtained after per­
mutations of zY and z3 and of z2 and z3 for yx > 0; 

y2 < 0; æ! y2-x2 yx > 0.
Mat.Fys.Skr.Dan.Vid. Selsk. 1, no. 6.

Fig. 10. The union of the domains obtained af­
ter permutations of zx and z3 and of z2 and z3 for 

yi > 0 ; y2 < 0 ; Zj y2- x2 yx < 0.
4
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and the domain situated between the two branches of the S-curve are outside the 
domain of analyticity for the functions F(^) and H(^). When and ~2 lie in the 
same half-plane (y^ and t/2 both positive, e. g.) we get the union of the domain in 
Fig. 1, the domain in one of the Figs. 6-8, and three similar pictures with P23 replaced 
bY ^13- hen the point P lies to the left of the origin, the upper of the two curves

Fig- 11. The final domain lor //,>(); y2<0; 
xi !/i~ y i < o.

big. 12. The final domain for y2 > yr > (); 
xi y2 + -G !/i > 0; xL i/.,- x2 yL > Ô.

^23 an(l ^13 g°es 1° the origin (ef. Fig. 4). Therefore, the final domain is as in Fig. 12. 
In this two-dimensional picture the domain consists of two parts, one above the curve 
F12 and one around the negative, real axis and bounded by the upper one of P23 
and F13 and by the S-curve. When the point P lies to the right of the origin, the 
boundary goes through the point P and has a prong along the real axis down to the 
origin. A more important qualitative change that might happen in Fig. 12 occurs 

\\

Fig. 13. The final domain for yl > y2 >0; 
•Ti y2+ x2 yl < 0; y2- ,r2 (/1 > ().

Fig. 14. General summary of the final domain. The 
figure indicates the position of z2 relative to zx for 

the different cases to happen.
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when wc have -W i/2 + .r2 y1 < O . In that case wc get Fig. 13, where the domain of 
analyticity is connected also in the two-dimensional picture. At the same time, a 
“corner” between the two curves F12 and F23 has appeared in the point C with the 
coordinate given by (49). In Fig. 13, we have also put the point P to the right of 
the origin. This is independent of the appearance of the corner, and we have four 
possible combinations depending on the relative position of zx and z2. A survey of the 
different possibilities is given in Fig. 14.

We have now obtained a complete description of the domain of analyticity for 
our functions. A very characteristic feature of our result is the appearance of the 
corners or intersections between the different analytic hypersurfaces that appear. 
We have already mentioned one of them in Fig. 13, but also want to point out that 
there is another corner in our domain connected with Fig. 11. When zr and z2 are col­
linear (i. e. x1 y2-x2 y1 = 0), the S-curve degenerates into a straight line through z1? 
z2, and the origin. This line is a self-intersection of the S-boundary and also forms 
a corner in our domain. In the discussion below, these different corners arc of para­
mount importance.

VI. Analytic Completion and Natural Domains of Analyticity for Functions 
of More than One Complex Variable.

It is an important phenomenon in the theory of analytic functions of more 
than one complex variable that an arbitrary domain in the 2 n-dimensional space of 
n complex numbers cannot be a domain of analyticity for an analytic function. 
Therefore, it is in general possible to continue every analytic function regular in a 
given domain into a somewhat larger domain. This larger domain is called “the en­
velope of holomorphy” of the given domain, and the process of continuing a given 
function is conventionally called “analytic completion”. A domain that is equal to 
its own holomorphy envelope is called a “natural domain of analyticity”. Although 
these concepts are well known and extensively treated in the mathematical literature, 
they have found very few applications in physics so far and cannot be considered 
standard tools for theoretical physicists. For the convenience of the reader, we there­
fore want to give a summary of the basic concepts and methods in this field as far 
as they have applications in the physical problem under investigation. In this dis­
cussion, we do not try to achieve complete mathematical rigour or generality. For that 
purpose we have to refer to the mathematical text books12.

12 H. Behnke and P. Thullen, Ergehn, d. Mathern. 3, Nr. 3, Berlin (1934) and S. Bochner and 
and W. T. Martin, Several Complex Variables, Princeton (1948). A corresponding phenomenon does not 
happen for a function of only one complex variable. In that case, it is possible to construct a function which 
is analytic in an arbitrarily given domain and has singularities at every point of the boundary. Cf. L. Bie­
ber bacii, Lehrbuch der Funktionentheorie 1, Berlin 1930, p. 297.

13 Cf. the book by Bochner and Martin in ref. 12). p. 64fT.
4*

We start by considering the following, much simplified problem13. Suppose we 
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have a function F(z15 z2) °f two complex variables z± and z2, analytic for all values 
of the z's except the point z± = z2 = 0. We then form the integral

1 Ç dlFQ.zi)
2 zii Jc t—zi C^)

over a path C parallel to the z^plane. This path is illustrated in Fig. 15. As an example, 
we can think of C as being the unit circle for t and independent of z2. It is evident 
that the integral I is an analytic function of both z1 and z2 and that I=F for z2 different 
from zero. However, we might move the path C down to the z1-plane in Fig. 15 and 
I is still an analytic function of z± regular also for zY = 0. As z2 = 0 when C lies in the 
z1-plane, the integral I is an analytic function of the two z’s regular also at the origin 
and coinciding with the given function for z2 4 0. Therefore, it provides an analytic 
continuation of the given function outside the domain where it was originally defined, 
i. e., in the point z1 = z2 = 0. The same technique can be used to continue a given 
function into any isolated domain around the origin. Further, in the situation depicted 
in Fig. 16, where the function F(z1} z2) is known to be analytic everywhere above the 
z1-plane and outside the horn protruding from it, an integral along the path C in the 
same way provides an analytic continuation of F into the horn.

There are two essential features of these examples that make the application of 
this technique succesful, viz., that we can find a path of integration for the integral in 
(55) parallel to the z^plane and that we can displace this path in such a way that 
all points inside the path are regular points. The analytic completion can proceed as 
long as the path C lies entirely inside the original domain of analyticity. In the 
example in Fig. 16, we therefore get the result that our function is analytic at all points 
above the z1-plane. The plane is thus the holomorphy envelope of the given domain.

From this discussion it should be clear that certain convexity properties of the 
given domain decide how far an analytic completion can be carried out. If, e. g., we 
have a function that is regular in the domain inside the horn in Fig. 16 and above 
the z1-plane, it would not have been possible to make any analytic completion for that 
domain. Only very special surfaces have the property that they can be boundaries 
from both sides. An example of such a surface in Fig. 16 is the z1-plane which can 
obviously be the boundary of a domain of holomorphy from either side.

The situation outlined above appears to be comparatively simple, but a com­
plication is introduced because we might make an analytic transformation of our 
variables zk to new variables zk. It is quite possible, and usually the case, that a 
situation which is simple before the analytic transformation is so complicated after it 
that it is not easy to decide off-hand where the holomorphy envelope lies. On the other 
hand, the opposite might also be the case and it might happen that, with the aid of 
a suitable transformation, a complicated domain can be cast into a form where a 
direct application of the technique just described is possible. In fact, this is the way 
in which we compute holomorphy envelopes in this paper. Roughly speaking, we
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thus have the situation that, if it is possible to find some analytic transformation such 
that the boundary of our domain has the convexity properties indicated in Fig. 16 
after the transformation has been made, then it is possible to make an analytic com-

Fig. 16. Analytic completion into 
a “horn” for a function of two 

complex variables.

pletion of the functions involved. A further elaboration of this statement leads to the 
introduction of the notion “pseudoconvexity” of surfaces14. This is a property of the 
surface that is invariant under analytic transformations. I he sign occurring in the 

Fig. 17. The shaded 
parts are outside the 

analyticity domains.

Fig. 18. Analyticity domain for the function 2/(z) 
obtained from a perturbation theory calculation 

of the vertex part.

pseudoconvexity condition decides front which side the surface can be the boundary 
of a domain of analyticity. In particular, only those surfaces for which the pseudo­
convexity inequality becomes an equality can be boundaries from both sides. We 
do not want to enter into a detailed discussion of the notion of pseudoconvexity here, 
but mention the following result which is important in our applications. An analytic

14 Cf. Behnke and Thullen, ref. 12), pp. 27—32. 
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hypersurface, that is a 2 n - 1 dimensional manifold defined by r = 77(r&), where r is 
a real parameter and F an analytic function of the z’s, is pseudoconvex from both 
sides. By making an analytic transformation and introducing r as one of the vari­
ables, the hypersurface is brought into the form Im (/•) = (), which is a plane through 
which it is impossible to make an analytic completion. As the boundary of our 
domain in the previous paragraph is made up of pieces of analytic hypersurfaces, 
this result tells us that the only points where it might be possible for us to continue 
our functions in general are the corners mentioned at the end of the last paragraph. 
This leads us to quote the following two results. Suppose we have two domains that 
are bounded by two analytic hypersurfaces. Suppose further that two of these sur­
faces intersect and form a “corner” of 2n —2 dimensions. We then have (i) The 
domain formed by the intersection of the two original domains is a natural domain of 
analyticity (cf. Fig. 17 a) and (ii) the domain formed by the union of the two given 
domains is not a natural domain of analyticity, unless the corner is an analytic mani­
fold (cf. Fig. 17 b). The proof of (i) is essentially trivial as we can take the sum of two 
functions, each one with a singularity on one of the given hypersurfaces, and thereby 
get a function that is regular in the intersection of the two given domains, but 
cannot be continued beyond this intersection. Therefore, the intersection of the two 
given domains is its own holomorphy envelope. The proof of (ii) is somewhat more 
complicated. An elementary argument has, e. g., been given by Kneser15. We do 
not repeat his proof here, but mention that it makes use of exactly the tools described 
above, viz., analytic transformations with the purpose of bringing the corner into such 
a shape that a direct application of integrals like (55) is possible in the new vari­
ables. In fact, it was after having studied Kneser’s paper carefully that we decided 
to try this technique in our problem.

VII. Analytic Completion through the Corner Formed by the 
Self-Intersection of the S-Boundary.

We now return to the discussion of our problem and first direct our attention to 
the corner formed by the S-curve in the limiting case of Fig. 11, when and ~2 are 
collinear. This is a corner of the kind illustrated in Fig. 17 b, and we are thus able to 
continue our functions through that corner. However, the corner is not in such a shape 
that it is possible to apply our technique with integrals like (55) immediately and get 
simple results. In this situation, it is informative to ask what simple examples cal­
culated in perturbation theory can teach us about possible singularities. It is not very 
difficult to compute both the function Ftzjf) and the function H(zk} in first, non­
trivial order of perturbation theory for the case of the so-called “vertex function”. 
As is shown in Appendix III, one then gets the result that the function 7?("fc) in this 
approximation is analytic in the product of the three cut planes16. On the other

15 H. Kneser, Math. Ann. 106, 656 (1932).
16 The higher order perturbation theory expressions for the vertex function have been studied by 

Y. Nambu, Nuovo Cimento 6, 1061 (1957).
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hand, the function H(zfc) does have non-trivial singularities. From our result in the 
Appendix it follows that the perturbation theory expression for H(zk) can have a 
singularity anywhere inside the shaded domain in Fig. 18. The equations of the 
curves Fkl are the same as the equations for the curves Fkl in (31), except that the 
parameter r now has negative values. From this result we immediately conclude that 
the holomorphv envelope we are looking for cannot lie beyond the curves Fkl, and 
there is the possibility that the two Fw-curves are in the boundary of the envelope. 
Actually, this is the case, which we now proceed to prove.

We first remark that if we, e. g., put in the upper half-plane and z2 and z3 in 
the lower half-plane, the six-dimensional region bounded by the three cuts (note that 
each cut is a live-dimensional analytic hypersurface in our six-dimensional space) 
and the two branches of the S-curve, and inside which we might a priori have singu­
larities, is entirely separated from all other regions with singularities. Besides, there 
arc five other similar domains which are obtained either by putting z1 in the lower 
half-plane and/or by permuting the zks among each other. When we know the liolo- 
morphy envelope of one of these domains we get it for the others by simple per­
mutations.

As we have a conjecture about what the holomorphy envelope is, it is reason­
able to make an analytic transformation and introduce the parameter of the expected 
answer as one of the new variables. If the conjecture is correct, we shall get a situation 
similar to Fig. 16 on one side of the real axis of the new variable and be able to do 
the continuation without difficulty. Actually, it is also convenient to introduce another 
new variable to simplify the S-curve a bit and write

When r is negative and real we are, according to (52), on the analytic hypersurface 
F33. (The quantity Â (z) is defined in Eq. (52 a)). Because of the appearance of the 
square root in (56 a) this transformation is not one-to-one. For every point in the 
z-space we have two points in the space of zv a and r. This means that our six singu­
larity domains mentioned before are mapped on twelve domains in the new space. 
All these domains are still separated from each other. This can be seen if we make 
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the mapping unique, e. g., by introducing a cut along the hypersurface Â (z) = q with 
Q a positive, real number and defining the square root to have a positive, imaginary 
part. Our statement then follows from the fact that the cut lies entirely inside the 
original domain of analyticity and never touches the singular regions17. Therefore, 
the mapping is locally one-to-one in a neighbourhood of the singular domains.

17 From (52), it follows that Â(z)=p never intersects any of the F’s except in the self-intersection, 
which we have shown never to be on the boundary of our domain. In a similar way, it is seen that A(z) = p 
never intersects the S-curve, except when

The transformation (56) and (56 a) is constructed to treat the case when zx lies 
in one half-plane and z2 and z3 in the other. For definiteness, consider the case in Fig.

Fig. 19. The u-plane after the transformation (56).

19. This figure shows the complex plane of the variable u for fixed values of zx (in the 
upper half-plane) and r (also in the upper half-plane). The analytic hypersurface cor­
responding to the cut in the z2-plane (i. e. z2 = q, q real and positive) intersects the u- 
plane along a horizontal line to the right of the point r. The z3-cut corresponds to a 
circular arc between the origin and the point z1 and with the slope rz1 at the origin. 
(The rest of the circle corresponds to the negative, real axis in the z3-plane). As z± 
is in the upper half-plane, we are interested only in the case when z2 and z3 lie in the 
lower half-plane, i. e., in that part of the u-plane in Fig. 19 that lies below the horizontal 
line through r and outside the circle.

or

Therefore, zr and z2 have the same sign for their imaginary parts. As both 2(z) and the S-curve are invariant 
under permutations of the z’s, it follows that all z’s must lie in the same half-plane for Ä (z) = p to intersect 
the S-curve. In that case, however, the S-curve is not the boundary, which proves that A (z) = q lies entirely 
on one side of the boundary. As these points trivially lie inside the domain of analyticity, e. g., when z1 
is on the negative real axis, it follows that the whole manifold lies entirely inside the domain of analyticity.
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A simple calculation yields the result that, in terms of z1, u, and r, the S-curve in
(40) (- oo < < oo) is given by 

and 

i. e., two straight lines through the origin and the points zx and r, respectively. Accord­
ing to what has been said above, only those parts of these lines that lie in the lower 
half-plane are relevant for our discussion.

When the point r lies on the line through z1 and the origin, the two lines repre­
senting the S-curve coincide. As is nearly trivial and also easily checked with the aid 
of (56), this corresponds exactly to the limiting case of Fig. 11 when z1 and z2 arc 
collinear, i. e., to the corner in the S-curve. When r moves to the right of this line, we 
see by inspection from (56) that a point with u on the relevant part of the S-line through 
zr has Im (^2/zi) > 0. According to Fig. 14, such points are inside the original domain 
of analyticity. As the S-curve is the only possible boundary in the region we are con­
sidering, it follows that all relevant points in the «-plane (i. e. outside the circle and 
below the horizontal line through r) are regular points. In a similar way it is seen 
that when r moves to the left of the line through zr, those points in the «-plane that 
lie between the two S-lines are outside the domain of analyticity. By changing r in this 
way we are hence able to move our «-plane from a position where essentially every 
interesting point is inside the given domain to a position where a certain region 
(bounded by the two S-lines) is outside the domain. This corresponds roughly to the 
situation in Fig. 16 when the plane with the path C in it is moved from above the 
peak of the horn and downwards. The only difference lies in the fact that the “singu­
lar region” in the «-plane is not isolated because it is open at infinity and tied to the 
circle representing the z3-cut at the origin. It is therefore not possible to introduce a 
closed path of integration in the way we want it. However, this feature of our transfor­
mation can be improved if we introduce infinitesimal “curvature terms” in the fol­
lowing way: 

«

where e, e1, . . e4 are infinitesimal, (complex) numbers. If t is not very near the 
origin or very large, the f-plane practically coincides with the «-plane with r and zx 
in the positions and z(0). Therefore, we have essentially the same picture as in 
Fig. 19, except at the origin and very far out, but these arc exactly the two regions 
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where we want to change the character of the excluded domain a little. The line u 
= -Qr (q real and positive) becomes, after the transformation (58),

(59)

For large values of | I | we can neglect the terms with e and £2 in (59). The curve (59) 
then becomes

(60)

which is a circle starting from the origin with the slope — r(0) and ending at the point 
-1/fj. With the same approximation the curve u=-qz1 becomes

i. e., a circle between the origin and the point — l/e3. If we choose £x real and positive 
and e3 real and negative, the two end points of the two circles both lie on the real 
axis and on opposite sides of the origin. Therefore, they must intersect in some point 
with a very large absolute value of /. The domain bounded by the two circles and lying 
between the origin and the other intersection is then certainly outside the domain of 
analyticity. To decide what happens on the other side of the intersection we remark 
that the Zj-cut now appears in our picture as a line from the point - 1 /fi3 with the slope 
1 /~i° , while the continuation of this line on the other side of — l/£3 corresponds to 
the negative, real z1-axis. In a similar way, the z3-cul corresponds to the curve

/2 r<0) q [40) £3 - 1 ] + t [r(0) c<0) (£, + £3) - p - /0)] 4- r(0) z<°> = 0 . (62)

In general, this is a somewhat complicated curve, but, as and £3 arc infinitesimal, 
it is easily seen that this curve consists of two parts, one of which is practically the 
circle in Fig. 19 and the other a straight line from the point — 1/£x with the slope 
-l//0). Again, the continuation of this line on the other side of the point — 1/£r cor­
responds to the negative, real z3-axis. As the negative, real axis of any of the z’s is 
inside the analyticity domain, and as the S-curve is the only possible boundary in 
the region we are considering, it follows that the region on the other side of the inter­
section of the two circles lies inside the domain of analyticity for our function. The 
situation for large absolute values of t is illustrated in Fig. 20. After the transformation 
(58) it is now possible to introduce a path of integration that is closed at infinity.

Very near the origin we have, instead, to consider the terms with e, £2, and £4 
in (58). The curve (59) is then approximated by

(63)
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In general, this is a somewhat complicated curve, but the special case e = - e2 is simple. 
The curve then reduces to the straight line

Fig. 21. The /-plane after the transformation (58). 
This figure shows the behaviour for small absolute 

values of /.

/-plane after
the behaviour for large, absolute 

values of /.

Fig. 20. The
This figure shows

(64)

the transformation (58).

(and the point t= -e2). In a similar way, we find for e4= -e2 = £0 that the curve u = 
-qz1 becomes the straight line

I = - ZY + Eq. (65)

If we choose £0 real and positive, we get the configuration shown in Fig. 21. The two 
lines intersect in a point l0 determined from

Writing for simplicity

we find from (66)
r ry______2_£o

</i
> 0.

(66)

(67)

(67 a)

As might be expected, the point /0 is a point on the self-intersection of the S-curve. 
This can be proved if we compute the quantities u, r, and zr from (58). At the point 
/0 we lind
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r =
JO) JO)21 r

JO) (0)
, ~i r 

" 70

-q'
JO) _(0) 
zi r

' (68)

These three numbers lie on the same straight line through the origin and, according 
to the remark made in the paragraph after Eq. (57), this is a point on the self­
intersection of the S-curve. If we consider a point t = t0 + ô with 5 a complex number 
of the form azp + /3r(0), where a and ß are real numbers, we find

Therefore

(69)

(69 a)

For positive values of a and ß, i. e., for a point I above the point t0 in Fig. 21 and be­
tween the two lines representing the S-curve, Im (q/r) > 0, and this point is inside 
the domain of analyticity. The only region in Fig. 21 which is not inside the domain 
of analyticity is then the domain between the two lines and below the point t0. This 
shows that we can close our path of integration also for small values of / and then 
carry through the analytic completion according to what was said before.

The analysis given so far in this paragraph shows that we can find an analytic 
continuation of our functions as long as zr lies in the upper half-plane, z2 and z3 in 
the lower half-plane, and as long as Im (r) > 0. In the limiting case when r comes 
to the negative, real axis the circle representing the z3 cut in Fig. 19 degenerates into 
a straight line that coincides with the left S-line. At the same time, the line representing 
the r2-cut comes down to the real axis and coincides with the right S-line. These two 
cuts stop us from carrying the analytic completion further. According to (56 a) (cf. 
also (52)), a negative real value of r is a point on the analytic hypersurface F23. 
Using the complete symmetry of our domain we further conclude that, when zk lies 
in one half-plane and zt and zm in the other, we can at least continue our function 
to that part of the analytic hypersurface Flm which lies in the same half-plane as zt 
and zm. We now finish by remarking that the Fkl surfaces do not intersect each other 
and do intersect the cuts in the points P and in the origins. The corners formed at 
the points P are of the kind shown in Fig. 17a and therefore do not allow us to con- 



Nr. 6 33

tinue our functions further. The corners formed at the origins are of the type shown 
in Fig. 17 b, but are here the analytic manifolds zk=0. Therefore, it is not possible to 
continue through these corners cither. Besides, the explicit example mentioned earlier 
from perturbation theory in p-space (cf. Appendix III) shows that we certainly cannot 
continue beyond the curves Fkl.

Summarizing, we have proved: When the point zk lies in one half-plane and 
the two points zt and zm in the other, the holomorphy envelope of our domain is given 
by that piece of the analytic hypersurface Flm that lies in the relevant region (cf. 
Fig. 18). This solves one part of our problem.

VIII. Analytic Completion through the Corners Formed by the FferCurves.

When all points zk lie in the same (upper) half-plane, the given domain is 
bounded by pieces of the hypersurfaces Fkl in (31) and (47). (Cf. Figs. 12 and 13). 
This domain is not a natural domain of analyticity because of the corners appearing 
at the intersections of these FfcZ-surfaces. One such corner is shown in Fig. 13. A dif­
ferent intersection of a similar corner is obtained, e. g., in Fig. 12 for y1 = {/2- In that 
case, the two surfaces F13 and F23 coincide in the picture and form a corner in the 
boundary. Here, the situation is more complicated than the situation discussed in the 
previous paragraph because the domain with singularities is not separated into several 
parts, each with only one corner in it. Rather, all three corners formed by the inter­
sections F12nF23, F12nF13, and F13nF23 have to be considered together. Further, 
we have no guide from perturbation theory results in this case, as the function com­
puted in Appendix III has no singularities when all the zks lie in the same half­
plane. However, it can be shown by examples that our functions might have 
singularities also in this case18. Since our principle of introducing the parameter of 
the expected answer as a separate variable does not work until we have some con­
jecture as to what the answer might be, this appears to be a somewhat desperate situ­
ation. Nevertheless, as the transformation (56) worked so well in the previous para­
graph, we optimistically try a similar transformation here. To make it more symmetric 
in all the variables we introduce a variable v instead of zr in (56) and write

18 Such examples have been constructed by R. Jost and were explained to us by H. Lehmann. We 
want to thank both professors Jost and Lehmann for valuable discussions.

Mat. Fys. Skr. Dan.Vid. Selsk. 1, no. 6. 5

~l = U + lb

22 = u-r,

v
(70)
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The inverse of this transformation is

r = T [~i ” "2 ~ ~3 + | ^(Z)L 

u = 2 ['1 + ~2 ~3 “H (Z)J ’ 

y = 2 [~1 ~ ~2 r ~3 - I (~)J •

(70 a)

As is most clearly seen from (70a), real values of r, u, or i> correspond to the analytic 
hypersurfaces F23, F12, and F13, resp. As before17, it does not matter which sign we 
choose for the root in (70 a), if only we lake the same root in all three equations.

In these new variables our boundary curves arc given by

F13: v=—q or
u

QL u + v

Zj^-cut: zz + z? = p, 

z2-cut: r = zz-@,

Zo-cut: r = n-,
v

0 < Q < cc .

(71)

If we fix the values of u and v and plot all these curves in the r-plane, they are all 
straight lines, except the z^cut and one branch each of F12 and F13, which are not 
seen at all (unless Im(zz + u) = 0 or Imzz = 0 or Imz? = 0, in which case the whole r- 
plane lies in one of these manifolds). In this way, we might make a new set of pictures 
and replace the complicated curves in Figs. 11-13 by straight lines. However, the 
variables zz, v, and r are somewhat less usefid for physical applications and we do not 
want to use the zz, v, r picture otherwise than as a tool for calculations. Instead of 
doing all this plotting, we go one step further at once and introduce the following 
transformation :

zz = zz<°>,

p = z/°)(l +/),

r(0)
(72)
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This transformation has the property that the point / = 0 corresponds to an arbitrarily 
chosen point z/°\ z/ , / . Further, all points t correspond to the same value for u 
and for the product vr. The curve u=—q is mapped on the line / = — 1 — and the 
curve r = Q on the line / = — 1 + r(0)/(?- The other branch of F23 in (71) is also mapped 
on a straight line, viz. /=-l +/0)/zz(()) + o/z/0), while the other branch of F13 is repre-

l-'ig. 22. The /-plane after the transformation (72). 
For simplicity, we have written u instead of u(0) etc. 

in this picture.

Fig. 23. Typical configuration of the zz when r(") and
— i/0) are positive and real.

sented by the circle / = — 1 — r(0) zz(0)/ (q zz(0) + r(0) z/0)). Further, the z^-cut is given by 
the straight line t = - and the z2-cut by the circle /= — l +
r(0)/(zz(0) - @). These curves are shown in Fig. 22. The z3-cut and one branch of F12 is 
not seen in the /-plane. The other branch of F12 is a rather complicated curve given by

1 + f-u +^u(0j + y(0)(1 + Z)- (73)

It has two disconnected parts, one of which starts from the point - 1 - zz(0)/z/0) and 
approaches an asymptote in the -l/z/0) direction. The other part goes from the point 
— 1 to the point —1 + rw/u(0\ Fortunately, the details of this curve are not important 
for the following discussion.

The configuration shown in Fig. 22 corresponds to zz(0) and z/0) in the upper half­
plane, while r(0) is in the lower half-plane. In the limiting case when r(0) and - z/0) 
are both positive and real, we are according to (71) on the corner between F23 and 
F13 for / = 0. In z^-space we then have the situation indicated in Fig. 23. If now r(0) 
is moved into the upper half-plane or - l/z/0) into the upper half-plane (or both), one 
sees from (70) that the point z3, and therefore also the origin in the /-plane, lie inside 
the domain of analyticity19. However, if we move both into the lower half-plane

19 If we change, say, only in the way just indicated and keep p(0) lixed, the point z3 still lies on 
the curve F13. However, for this change it follows from (70) that z2 moves downwards, and therefore F13 
lies below F23, and the point z3 lies inside the domain of analyticity (cf. Fig. 12). In a similar way, one sees 
that z3 lies on F23 and therefore inside the domain of analyticity if only F0) is moved into the upper half-

5*  
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and z/0) into the upper half-plane, it can also be seen from (76) that the origin in the 
/-plane lies outside the domain of analyticity19, provided that the particular part of 
the corner we happen to be looking at is on the boundary of our domain at all. 
Whether or not that is the case is a question of the relative magnitudes of
and |u(0)|2. In Fig. 22, this is reflected in the position of the curve F12 relative to 
the origin. If we have the position shown in Fig. 22, where no branch of F12 
encircles the origin, the origin is outside the domain of analyticity. The excluded 
domain is then bounded by the two straight lines F13 and F23 and by pieces of the 
curve F12. We now simplify our problem a bit by considering as excluded also those 
pieces that lie between the two straight lines and the F12 curve. This means that we 
make our originally given domain of analyticity somewhat smaller than it really is. 
It still has the corner between F13 and F23, but not the other two corners shown in

and C2 of Fig. 22. The holomorphy envelope that we compute for this simplified 
domain always lies outside the holomorphy envelope of the complete domain. In this 
simplified domain, the corner between F12 and F13 is the only corner we have and is 
always relevant.

We now have a situation somewhat analogous to Fig. 19 with an excluded wedge 
which shrinks down to a line and disappears when we pass the corner. As before, the 
excluded domain is open at infinity and attached to a fixed point (-1) at the edge, 
so it is impossible to introduce a closed path of integration around it. As before, we 
can improve upon this situation by introducing infinitesimal “curvature terms” in 
analogy with Eq. (58). Here, it is sufficient to write, instead of (72),

p = [1 + f + e ,

with

now

resp.

£, e , Ô, and ô' real infinitesimal numbers.

changed to two hyperbolas with centers 
gzA

Ehe two curves start from the points
2 EVW

The two straight lines in Fig. 22 are 

al the points and e~id ,
2 E 2 E

[- 1 + |/1 -4 £e_/(5t/0)] ~ - l-£u(0)e“^

The slopes of the asymptotes are given 

ef2 for the first hyperbola, and by -/0)e *2  and - zr(0) e S for the

second one. If the two 

sin • we get

angles 5 and ô' fulfil the inequalities sin 5 > 4 £t>^ and 

the situation indicated in Fig. 24. (If the two inequalities

plane. If we then move first one point and then the other, the first moving in the direction just indicated, 
we see from Fig. 22 that no piece of the boundary crosses the origin. Therefore, the origin is still inside the 
domain of analyticity. Finally, if we move r(0> into the lower half-plane, z3 lies on F13, which, however, is now 
the boundary as the point z2 now lies above z}. Moving — l/u(0) into the upper half-plane, we then get the 
point z3 outside the domain of analyticity. 
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for ô and ô' are not fulfilled, the hyperbolas do not intersect at infinity, but 
approach their asymptotes from the other side). With the aid of the method 
used before, one can show that the intersections between the two hyperbolas 
correspond to points on the corner between F13 and F23 and that only the region 
between these two intersections lies outside the domain of analyticity (cf. Fig. 24).

As long as the angle between the directions /0) and -l/t/0) is smaller than n, the 
region lying outside the domain of analyticity is finite, and we can introduce a 
closed path of integration around it and use the integral (55). For those positions of 
r(°) an j y(o) which we are discussing now, it follows from Fig. 23 that z± and z2 are always 
in the upper half-plane. For the corner to be on the boundary it is then necessary 
that also z3 = rv/u is in the upper half-plane. As u(0) lies in the upper half-plane, it fol­
lows from this condition that the angle between r(0) and -l/z/0) is smaller than
In all cases of interest we can then continue our function analytically into the shaded 
domain in Fig. 22 - at least as long as u(0) lies in the upper half-plane. When z/0) be­
comes real and positive, the endpoints of the two circles in Fig. 22 lie on the two 
lines F13 and F23 and it is not possible to continue our function further using this trans­
formation. According to (71), positive real values of u correspond to the manifold 
F12, and we have the following result: Our functions can at least be continued analyt­
ically from the corner between F13 and F23 to the analytic hypersurface F12 • Using 
the symmetry of our domain we can generalize this statement to other permutations 
of the indices of the Fkl surfaces. Instead of Fig. 12 we then get Fig. 25. In the case 
shown in Fig. 13, the curve F12 already lies inside the domain of analyticity and there 
is nothing to stop our analytic completion as long as all zks are in the same half-plane. 
Therefore, the whole cut plane lies inside the domain of analyticity in that case.

Mat.Fys.Skr.Dan.Vid.Selsk. 1, no. 6. 6
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The domain shown in Fig. 25 is not a natural domain of analyticity, as il has 
a corner at the intersection between the two analytic hypersurfaces F'12 and F23 . 
There are similar corners at the other intersections of the F^-surfaces which are not 
shown in our figure. To get further, it is informative to plot the corner shown in Fig. 25 
in the plane of the variable r in (70) for fixed values of u and v. We then get, e. g., 

Fig. 25. The analyticity domain after the transfor­
mation (74).

Fig. 26. The corner in Fig. 25 shown in the r-plane 
for fixed values of u and v.

a figure like Fig. 26. We have here pul u in the upper half-plane and v in the lower 
one in such a position that = u + n lies in the upper half-plane. We are then mainly 
interested in the region where z2 and z3 also lie in the upper half-plane, i. e., the region 
below the line r = u-Q and to the left of the line r = Q u/v (cf. Eqs. (71)). For the other 
parts of the diagram we have proved in the previous paragraph that one of the curves 
Fkl is the holomorphy envelope for our domain. For completeness, the relevant 
Fw-curves have also been plotted in Fig. 26. We now make the important observation 
that the convex closure of the domain in the left part of Fig. 26, i. e., the horizontal 
line through the point P' (the intersection between the r3-cut and F12) is an analytic 
hypersurface. Ils equation is given by r = zz + p-@. As holomorphy envelopes are 
sometimes connected with convex closures20, this surface is a possible conjecture for 
our answer. To follow up this idea we introduce the parameter of this surface as a 
new variable q and make the transformation

q = u + v - r,

zz? = (zz + t>) ( 1 --j,
\ III

s = — r.

20 E. g., the holomorphy envelope to a “tube” is the convex closure of the tube. Cf. Bochner and 
Martin in ref. 12.
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The variable iv is only introduced to make the boundary curves into relatively simple 
geometrical objects also in the new q, w, s-space and is of no deeper significance. Our 
boundary curves now become

«(C?-«)
''12: = Q or W = Q-S +

F23 : s = £? or tv2 + U) {() — q) + Q (s — q) = 0,

^13: lu = q — s — Q or iv = q —

"j^-cut: s — </ + p = 0,

s(g-s)
s + ,

q~s~Q

;2-cul : iv = q — s +

z3-cut: iv = q — q.

(76)

These curves are plotted in the u?-planc for fixed values of q and s in Fig. 27. We 
have chosen q in the first quadrant and s in the fourth. Therefore, z1 = q-s lies in 
the upper half-plane. We are then interested in that part of the ip-plane that lies below 
the horizontal line through q and inside the circle representing the z2-cut. With the 
technique used above on several occasions, one can prove that the intersections 
between the circle representing F13 and the real axis correspond to the corners 
we arc interested in. If the F[3 circle does not intersect the real axis at all (i. e. 
when the two points q and q — s lie sufficiently close to each other), the whole 
interesting region of the zu-plane lies inside the domain of analyticity. When the 

circle dips below the real axis, the shaded region in Fig. 27 lies outside the domain 
of analyticity. In this case, this shaded region is already entirely separated from all 
other singularities of the function and we can immediately put a path of integration 
around it and apply the technique with the integral (55) without any use of special 
curvature terms. In this way, we can continue our functions analytically over the 

6*  
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whole ip-plane as long as the F13-circle lies inside the circle representing the r2-cut. 
These two circles coincide when q becomes real and positive, i.e., our new boundary 
is the analytic hypersurface q = Q. In terms of the variables zk, this surface is given by

Q — Q (”1 + ~2 + ”3) + "1 Z2 + ~2£3 + "1 ~3 = 0. (77)

This surface is entirely symmetric in all the z^’s. This means that, if we do not start 
our analytic completion from the corner between the F3'9 and F,, but from some 

Fig. 29. General survey of the holomorphy enve­
lope of our domain. The figure indicates the po­
sition of z2 relative to Zj for the different surfaces 

to be relevant, g is the surface in Eq. (77).

of the other corners, we reach the same boundary (77) in all cases. When all the 
points r2, and z3 lie in one half-plane, one can further show that this new surface 
only intersects the curve Fkl on the real axis of the variable cwl21. Therefore, this surface 
defines a natural domain of analyticity and is the holomorphy envelope of our given 
domain when all the points zk lie in the same half-plane. The general character of this 
surface is shown in Fig. 28, while Fig. 29 gives a general survey of the holomorphy 
envelope for our domain, analogous to the survey of the domain itself given

21 This is seen directly if we eliminate the parameters o in (77) and in (31) (or (46)) and write the
surface as an equation between xk and yk. In this way, we find that all surfaces can be written in the form

z(.r) + Z(y) + 8zJ = p [A (x)-A (y)]2 + 4/z2 (x, y),

A (x) = xf + x2 + x2 - 2 Xj x2 - 2 Xj x3 - 2 X., x3,

7 (y) = y? + y i + yi - 2 y ! y2 - 2 yr y3 - 2 y2 y3,

/<(x,y)= x1(y1-y2-y3) + x2(y2-y3-y1) + x3(y3-y1-y2) = - Im 2(z),

/1 = yÅ.yz for Ff.;,

1-= yiy2+yiy3+y2y3 for (77).

For two of these surfaces to intersect, we must have the corresponding zl equal. Therefore, F’h does not 
intersect (77), unless ym(yk + Ui) = 0- As all yPs have the same sign this is impossible, unless one or more 
of them are zero.
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in Fig. 14. The curve (7 7) has the positive, real axis as asymptote and intersects its 
asymptote in the same point P' as the curve F12. For completeness, we also want to 
mention that when zr and z2 both approach the positive, real axis, the curves F12 
and (77) in Fig. 28 and the curves F23 and F13 in Fig. 18 become mushroom-like in 
structure and no finite point in the z3 plane lies inside the domain of analyticity.

IX. Discussion.

Our investigation has led to a domain of analyticity bounded by the following 
seven analytic hypersurfaces.

Cuts : zk = q > 0, k = 1,2, 3,

Fki: zm-~k + zi-2-ZkoZl 0 < e < °°; ymyk<{}’ ymyi<{^ (78)

It is the largest domain in which every function FABC and HA satisfying the require­
ments enumerated in the Introduction is analytic. The imposition of any additional 
physical requirement will further restrict the class of permissible FABC and HA and 
may give rise to an enlarged domain of analyticity. For example, it is easy to see that, 
when there arc non-zero lower limits on the mass spectrum of the theory, the ana­
lyticity domain of the function HA is always larger than that given by (78). On the 
other hand, imposing the boundedness restriction on the functions FABC, which was 
referred to in footnote 9 (and which we have ignored in our previous computation of 
the holomorphy envelope), does not increase the size of the domain of analyticity. 
One sees this by constructing functions analytic in the domain, having the boundedness 
property and singularities on the boundary. The calculations of Appendix III pro­
vide such examples for the Fkl boundary and the cuts, and it is not difficult to con­
struct others with singularities on $.

To make the results we have presented here useful for practical applications, 
it would also be very desirable to have some kind of a representation for the most 
general function analytic in our domain, but with singularities in arbitrary points 
outside. There is one technique available for such a purpose, viz., an application of 
the Bergmann-Weil22 integral formula. This formula, which can be derived by 
a repeated application of Stoke’s theorem in our six-dimensional space, expresses our 
analytic function for arbitrary values of the points zk inside the domain of analyticity 
in terms of the boundary values of the function on a certain subset of the boundary. 
This subset, the so-called “distinguished boundary’’, consists of the three-dimensional

22 An account of the derivation of this formula and its relation to other representation formulae is 
contained in F. Sommer, Math. Ann. 125, 172 (1952).
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“intersections of the intersections’’ of the five-dimensional corners. This manifold can 
be computed for our case and turns out to consist of points of the form

= - (,r - x')2, z2 = - (x' - x")2, z3 = - (x - x")2

with .r, x', x" real vectors at least two of which are time-like or light-like. These 
form a subset of those points that are obtained in the limits indicated in (19) and 
(21). Therefore, it is possible to generate the whole analytic function with the aid of 
an integral involving (a certain rather complicated kernel and otherwise) nothing 
but its values at certain “physical points’’. Unfortunately, this representation has not 
shown itself to be very useful so far, and we do not want to give it here. We hope thal 
birther investigations along these lines will yield results of somewhat greater practical 
value.
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Appendix I.

fhe derivation of the explicit boundary curves F12 and S, given in the main 
text in connection with Eqs. (31) and (40), has several advantages. The argument is 
absolutely rigorous, as its makes use of only the geometrical definition (18) of the 
domain and also involves only elementary, algebraic manipulations. On the other 
hand, it appears somewhat miraculous that the answer turns out to be an analytic 
hypersurface, a fact which is very important for the following discussion. Further, some 
skill is undeniably required in arranging the algebraic manipulations in such a way 
that they lead to the desired answer. In this Appendix, we shall give another deriva­
tion of the same boundary. This derivation makes use of formal integral represen­
tations ot the I unctions involved. To make such an argument rigorous, one has to 
justify the inversions of orders of integrations etc. in some detail-a task we do not 
want to undertake. Without insisting on the epsilontic points, we present the alterna­
tive derivation here, because we feel that it might give some additional insight into 
the problem. Besides, this new derivation immediately yields the answer in the form 
of an analytic hypersurface. It might even be argued that it would have been prac­
tically impossible to find the systematic approach in tin1 main text without having found 
the answer beforehand in some other way.

It we once and for all decide to invert orders of integrations freely, we may 
write, e. g., the function FABC (x-x1, x' - x") in the following wav:
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(A.1)

FABC(x-x',x'-x'')= [[dp dp' eip^x') + ip'(x'~x") 0 (p) O (p) GABC (-p2, ~p’2, - pp') 
(2 np J

= ( da (j db ( dc Gabc (a, b, c) 4+) (æ “ •< -t- æ", «, b, c),
"O ’’o ‘Yab

of standard

doc Jo ( [/ x) 
(x-q)2 -r 

o
J 6 _Ofcø(c-|/ab) \ (y q + ]/r) ~ (\ q-]/r)],

(4 af yr

The integrations over p and q' in (A. 2) can be done with the aid 
methods. The result is23

(A. 3)

q = - ax2 - by2 - 2 cxy = z1 a + z2b + (z3 -z1-z2)c, (A. 3)

r = 4 [(;r y)2 - x2 y2] [c2- ab] = Â (z) [c2- ab]. (A. 3 b)

If the square roots inside the Hankel functions arc defined to have a positive imaginary 
part, Eq. (A. 3) clearly exhibits z1(3+) as the boundary value of an analytic function of 
the three complex variables zx = -x2, z2 = -y2, and z3= - (x -I- y)2, regular everywhere 
except on the manifold

q±\/r = Q, (A. 4)

where @ is a positive, real number. In particular, the Hankel functions have a 
logarithmic singularity for g = 0 and a cut for @ + 0. The function FABC in (A. 1) is 
also the boundary value of an analytic function which might have singularities on the 
manifold (A. 4). For most other points, the Hankel functions in (A. 3) are exponentially 
decreasing for large values of a, b, and c. Il only the weight function QABC is, say, 
bounded at infinity by a polynomial in a, b, and c (this assumption also lies behind 
the argument of ref. 3 and in the discussion in the main text, cf. 9), the integral 
representation (A. 1) defines an analytic function FABC. The only exception appears 
if one of the two complex numbers q ± j/r goes to infinity along a direction parallel to 
the positive, real axis for large values of a, b, and c. As we shall see later, this only 
happens when z± or z2 is on the positive, real axis.

When the variables a, b, and c in (A. 1) vary over the domain

a > 0 ; b > 0 ; c > j/ab, (A. 5)

23 The result of a similar calculation has been published by A. S. Wightman and D. Hall, Phys. Rev. 
99, 674 (1955). Unfortunately, this paper contains some misprints. These are corrected in (A. 3) here.
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while z15z2> an(l "3 are hcpl lixed, the two points q±\/r each cover a certain region 
in the complex plane. If none of these regions contains the origin or any part of the 
positive, real axis, or extends to infinity in a direction parallel to the positive, real axis, 
the function FABC in (A. 1) is analytic for that value of z1, z2, and z3. To investigate 
what this means in terms of a domain of analyticity for FABC in the six-dimensional 
r-space, we consider the mapping

' = -3~ -2+ I Â 0) I ~ ocß+ zta + z2ß. (A. 6)

The expression z (c) is defined in (A. 3b) (or in (52a)), while a, ß, and I have the fol­
lowing meaning :

cx.ß < 1, (A. 7 a)

(A. 7 b)

(A. <8 a)

the curve ß = 0 corresponds to

(A. 8 b)

(A. 8c)

(A. 9)

However, the region in the /-plane in which we are interested is not necessarily 
bounded by these three curves. It might happen that the mapping (A. 6) is singular 
along a certain curve. This means that some region in the /-plane is covered twice 
when a and ß vary in their domain (A. 7 a). In that case, the region in which we are 
interested is bounded by the curves (A. 8) and by the envelope

When a, b, and c vary over the domain (A. 5), the point 7 + 1/r covers a region that 
is obtained by multiplying by the real number c every point of the region covered by 
/ when a and ß vary over the domain (A. 7 a). The domain (A. 7 a) is bounded by the 
three curves a = 0, = and a/? = l. In the /-plane, tin1 curve a = 0 corresponds to
the straight line

while oeß = 1 is mapped on the hyperbola
J 1
t z3 — z1 — z2 + ocz1+ — z2’, 0 < a < 00 .

D =

dt dt
dec dß

d t* d I*
d a dß
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To simplify the handling of this determinant we introduce two real numbers and 
o2 defined by

|/â (~) = + Q2 ^2 • (A- 10)

With this notation, an elementary calculation yields

I) = 1 — - - _=A=-2 2| 1 - aß - g±ß - q2 a] (A. 11a)
2 J 1 — ocß

or
21/1 - aß = ß + a • (A. 11 b)

(When z1/z2 is real, a direct calculation yields a = ß z2/z1. This can be considered as 
a limiting case of (A. lib) when both qi become very large and their ratio tends to 
-z2/z1. If this is considered a degenerate case of our formulae, the following discus­
sion is completely general). If Eq. (A. lib) is substituted into (A. 6), the desired en­
velope results. To obtain a symmetric expression we introduce

J 1 — aß = o' ; 0 < o' < 1 (A-12)

as independent parameter and obtain

|/cr2(l +e1e2)-e1(?2j,

ß=—|/tf2(i +e1g2)-e1e2],
21

(A. 13 a)

(A. 13 b)

1 + 2122

21 22
(zi2i |/a2(l + e1e2)-2i22- (A. 13 c)

The signs in front of the square roots in (A. 13) have to be chosen in such a way that 
a and ß are both positive. This might mean that none, one, or both of the alternative 
signs are allowed. In addition to (A. 12), the value of o' is also restricted by the con­
dition that a and ß are real, i. c. that the expression tf2 (1 + 2i 22)  2i 22 positive. 
Under these circumstances (A. 13c) defines a piece of a conic section. If 1 + q2 *s 
positive, this curve is a hyperbola, while it is an ellipse if 1 +2122 negative. In either 
case, the curve (A. 13c) is tangent to the line (A. 8 a) at the point

and to the hyperbola (A. 8 c) at the point

(A.14a)

(A. 14 b)
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— -3 "1 (for er = 0). (A. 14 c)

The two points (A. 14 a) and (A. 14b) correspond to the same valne of o, but to 
different signs of the square roots in (A. 13). Eq. (A. 14 a) is relevant for our discussion 
only if > 0, Eq. (A. 14b) only if o2 > 0, and Eq. (A. 14c) only for jq q2 < 0. In 
all cases, two of the three points (A. 14) are the endpoints of the curve (A. 13c).

The Figs. A. 1 and A. 2 illustrate the mapping (A. 6). The curve drawn as - • • - is the hyperbola 
(A. 8 c) and the curve drawn as---------- is the conic section (A. 13 c). Q is the point z3-z1-z2 and P1
and P2 are the points Zg-Zj-ziy Z(z). A and A' are the points (A. 14 a), B is the point (A. 14 b) 

and C the point (A. 14 c).

Figures A. 1 and A. 2 illustrate two typical cases of our region in the /-plane. In the 
same figures we have also plotted the region that is obtained if the signs of q and 
q2 arc both changed. We consider these cases together as they both appear simultane­
ously in (A. 4). In Eig. A. 1, the region ABP1 is covered twice by the mapping with 
q > 0 ; o2 > 0. In Eig. A. 2, the region BDC is covered twice in one of the mappings 
and the region AEG twice in the other. If 0 < q q2 < 1 , the point Pr lies below the 
curve (A. 8 c) in Eig. A. 1. This does not change the qualitative character of the figure. 
For cq o2 = 0, two of the parallel lines coincide. For -1 < jq q2 < 0, the situation is 
similar to Fig. A. 2, but the curve (A. 13c) is still part of a hyperbola. For gq p2 = - 1, 
the points A and B coincide on the curve (A. 8c) and the curve (A. 13c) shrinks down 
to this point.

As the directions of the asymptotes of the curve (A. 8c) are determined by the 
points ?! and z2, Figs. A. 1 and A. 2 correspond to one of the r’s in the first and the 
other in the second quadrant. In other cases, the whole figure changes in an ob­
vious way.
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If z± and z2 are in opposite half-planes, the boundary of the domain of analy­
ticity for PABC is obtained when the first piece of the region covered by our mapping 
(A. 6) passes through the origin. Instead of discussing the condition for the curves 
(A. 8) and (A. 13 c) to go separately through the origin, we give at once a general dis­
cussion for any point of the mapping (A. 6). For / = 0 we get

[z3-zi(l — a) —z2(l -ß)]2=(l -a^)Â(z),

(A. 15) can be rearranged to read

(A. 15)

(A.16)

1
(A. 16 a)

"1

fhe two equations (A. 16) (and (A. 16a)) are linear, complex relations between the 
two real numbers a and ß. They therefore correspond to one real pair (a, ß) each. 
For these two points in the a, ß space, the Hankel functions in (A. 3) have a singular 
value. However, it turns out that the product aß in (A. 16) is given by

The equality sign in (A. 17) holds only when the imaginary part of s is zero. As the 
value of the product aß in (A. 17) is, in general, outside the domain (A. 7), we find 
that the origin of the /-plane is normally not inside the region of our mapping. The 
exceptional case, which is therefore also the boundary of the analyticity domain of 
Fabc} happens when the point zlt z2, z3 lies on the analytic hypersurface

z3- Z]^- z2±l Å (z) + 2 kz± - 0 (A. 18)

with k a real number. The corresponding values of a and ß fulfil

a-2k + ßk2 = 0 . (A.19)

Therefore, k must not only be real but also positive. Eq. (A. 18) can be rewritten as

r3 - Zi ( 1 k) + z2 (A. 20)

and is identical with the S-curve obtained earlier as the boundary when zr and z2 
lie in opposite half-planes.

The manifold (A. 20) was obtained as the condition for / = () to be inside the 
region of our mapping, but without use of the condition that zx and z2 lie in opposite 
half-planes. If they lie in the same half-plane, we can still conclude that the point 
t = 0 is always outside our region, except on the manifold S'. However, in this case S 
is not the boundary, as one of the points P1 and P2 (i. e. at least one of them) is 
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always in the half-plane opposite to the half-plane of and z2 on the manifold S. 
The real boundary of the domain of analyticity is then given by the condition for 
Px or P2 t° ï)e on positive, real, axis, or

"3- =2 r; 0 <r < 00. (A.21)

This can be rewritten as

"3 = + r2 I-r , (A. 22)

and is identical with the manifold P12 earlier obtained as the boundary when z± and 
z2 lie in the same half-plane.

Appendix II.

In this Appendix, we outline yet a third derivation of the boundary of HR. The 
methods used are as rigorous as the derivation given in Section IV and are based on 
ref. 7. Apart from the results obtained there we use only elementary arguments; 
the proofs will be omitted24.

24 The second-named author has profited greatly from suggestions of R. Jost 011 the subject matter 
of this Appendix.

Let Tn (the tube in the notation of ref. 7) be the set of all points Ci, • • • Cw where 
. . . n arc complex four-vectors of the form

(A. 23) 

and and are real four-vectors with

^•<°»^o>0- (A. 24)

Let Tn (the extended tube in the notation of ref. 7) be the set of all points A Çlt .. . 
A £n where A is any element of the complex Lorentz group and Ci» • • • £n & %n- 1 he 
image of Tn (or under the mapping

Ci > • • • Cw C)Cjc » j > k 1 » • • •

is a subset, HRn, of all complex symmetric matrices of rank < 4. (Evidently HR2=HR). 
Our problem is to give explicit formulae for the boundary of HRra which we denote 
d$)ln. We first study the boundary dTn, of T’n and show that it suffices to consider the 
subset Bn xvhich is the common part (d£w)n(d24) of the boundaries of Tn and T'n.
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Lemma
Let the point Cj, • • • Cn belong to the boundary of the extended tube, dZ'n. Then,
a) if the matrix J, A'=l, • • • n bas rank 3 or 4, there exists a complex 

Lorentz transformation A such that the point

df1; ...dfB (A. 25)
lies in Bn;

b) if the matrix j, ,fc = l , . . . n has rank 2 or 1, there exist a complex 
Lorentz transformation A, complex numbers oq, / = 1 , ... n, and a vector co such that 
the point

A^ + oq co, . . . . A£n + ana> (A.26)

lies in Bn and co2 = 0 = co /I <T, j = 1, . . . n;
c) if the matrix Çk, j, k= 1, . . . n is of rank zero, i. e. £k = 0 for all j and 

k, there exist complex numbers oq and ß^, j =A , . . . . n and vectors cox and co2 such that

Cy = ay coj +co2 with co2 = co| = cox co2 = 0 . (A. 27)

The proof of this Lemma is based on Lemmas 2 and 3 of ref. 7. The points of 
Bn lie on the boundary of and are distinguished from points lying in the interior of 
%'n by the fact that no complex Lorentz transformation, A, carries them into Xn, i. e. 
if Ci> • • • • £ Bn, none of the points A£lf . . . AÇn e Zn. We use this property of
the points of Bn to partition it into disjoint subsets.

Definition
A point • • • • is in B^ if
a) For every j —1 element subset £ki, . . . . £k ( there exists a complex Lorentz 

transformation A such that A£ki, . . . AÇk e‘Xj._1.

b) There exists a /-element subset £Zi, . . . such that Aglt, . . . do not 
belong to Zj for all complex Lorentz transformations A.

It turns out that, if there exists any A such that A£ki, . . . A£k i e2)_1} there 
exists an infinitesimal A so that, if we write A = 1 + M, the determination of such a A is 
reduced to the problem of satisfying a set of inequalities of the form (im [(1 + M) C;]}2 < 0 , 
(im [(1+M) > 0. The left-hand sides of these inequalities are at worst second
degree and first degree expressions, respectively, in the twelve real parameters of 
the Lorentz group. In general, it suffices to consider the linear terms and in that 
case one gets.

Lemma

A sufficient condition that • • • Cj £ be such that A£lf . . . Aif. do not be­
long to 2) for all complex Lorentz transformations A is that the inequalities

Mat.Fys.Skr. Dan.Vid. Selsk. 1, no. 6. 7
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(A. 28)

possess no non-trivial antisymmetric solution (Here - zt/^) . The condition 
is also necessary if none of the quantities T]vk — £vk rfy = 0 for all // and v.

The elementary theory of convex cones permits one to translate (A. 28) into 
the condition

(A. 29) 
* = 1

7
for some non-negative Âfc,/?=1, . . . . n such that 2^. > 0 . Equations of the form 

fc = i
(A. 29) occur in the theory of exterior differential forms25. Suppose that among the 

there are at most TV linearly independent vectors. For notational convenience we 
suppose that t^, . . . 7/^- have this property. Then

25 See, for example, E. Cartan, Les Systèmes Différentiels Extérieurs et leurs Applications Géométriques, 
Hermann 1945, p. 11. We are indebted to R. Deheuvels for this reference.

hk = ßki^i’ k = N+i ’ ■ ■ ■ n> (A. 30)
i=i

and the general solution of (A. 29) is given by

(A.31)

We collect the previous information in a theorem.

Theorem
The set contains the following points Ci> • • - Cw-
All points such that

1) 7]ki, . . . lie on the light cone and the rest of the t/s inside and
2) some subset . r]k^ of the . 7/^. form a maximal, linearly inde­

pendent set
3) for some positive 2’s

;
^k'r ^k'r + JL ^k's ^k’s ßk's k'r = zL aA,'. k's hk'^ r = 1> . . . 1V, (A. 32)

S = N + 1 ' ' 8=1
where

xk'r k' = cxk'k'r> r, s = 1 , . . . N

and k\, . . . k'j is a permutation of Åq, . . . kj, and
4) no subset of . . . £kj belongs to Bjr), 1 < r < j.
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It turns out that all other points of B^ arc limiting cases of the points described 
in the theorem, but we will not go into such fine points here.

The preceding theorem parametrizes some of the points of B(j\ For the purposes 
of the present paper, we need a parametrization of the corresponding scalar products 
in the cases and B^\ To close this Appendix, we carry out the required ele­
mentary calculations. The vectors of B^ evidently correspond to 21=-C?>0 or 
z2 = -^2 = 0 or both, and therefore yield the parts of the boundary we have previously 
called the cuts. For B^ there are two cases to be considered, t]1 and linearly in­
dependent and and t]2 linearly dependent.

In the first case, we have

Therefore,

2
= Vk’ = sgn , J — 1, 2.

* = i
(A. 33)

(A. 34)

~3 ” Z1 + ~2 “ 2 (^1^2 “ + % i (.^Bh + ^2^1)

— Zy + z2 — 2 [(a12 a21 + an a22 1) + i (an + æ22)] ^1^2 •
(A. 35)

Now, defining the positive number r by the equation 

we have
r = - 2 a12 a21,

0 < r < oo,

(A. 36)

(A. 37)

which coincides with (44). From (A. 34) it is evident that the boundary points ob­
tained in this way have yx U2> short examination of (A. 34) and (A. 35) makes 
clear that for any fixed zr and z2 satisfying t/j y2 > 0, every point of (A. 37) is obtained 
from (A. 33).

In the second case, and y2 are linearly dependent and, according to (A. 32), 
we have

z/2 = ^21 Vl > @21 > b ’ ^1 ^1 + ^2 ^21 ^2 = all r/l ’ A > 0 > Â2 > 0 . (A. 38)

Consequently, the scalar products are

t-2 o t t2 , q^2«11 t
Zl~ 1 ^1 rll ~ ^21 ^2 + 2^ £2 ??2

o -2-2 t 
F 2 1 £2 y2 , (A. 39)

z2 = — ^2 F 2 Z ^2 1/2 ’ (A. 40)

z3 = Z1 + ~2 “ ‘2 ( ~ “ /^21 ^2 + ^2 %) + Z @21 ^2 7/2 F ß~ ^2 ^2 j ■ (A. 41)

7*
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If we introduce the notation

(A. 41) may be written

(A. 42)

with (45). It is evident from (A. 39) and (A. 40) that the boundary

0, every point of (A. 42) is obtained from vectors of the

Appendix III.

(A. 43)

where

doci dtx.2 data (5 (1 - ai - a2 - as) (A. 44)

the analytic properties of the functions F (z) and H (z) 
some results for these functions obtained from perturba-

which coincides
points obtained in this way have yT y2 < 0. Again it is easy to see that, for any fixed 
-1 and z2 satisfying yr y2 <
form (A. 38).

As is well known, the function z1(+)(.r, a) in (A. 43 a) is the boundary value of 

the Hankel function H\0) (]/az)/\/az with z=-x2. This Hankel function is 

analytic in the whole cut z-plane and the function PABC in (A. 43) is the boundary 
value of an analytic function regular when all the z’ks vary independently in their cut 
planes. The domain of analyticity of this example is therefore much larger than the 
holomorphy envelope of the domain U. By computing the retarded commutator (22) 
and its Fourier transform we get a somewhat more interesting result. After straight­
forward calculations, the following expression for the analytic function HA (z) is 
obtained :

À’= 21

7-2 føl ’

As an illustration of
discussed above we collect
lion theory. As a first example, let us consider three different free fields øp'(æ) with 
three different masses m? = uz. We then put A (.r) = ø(10) (.r) 0^(.v); 13 (.r) = (x)
x (.c) and C (x) = (x) (x) in (17) and obtain26

28 Expressions of this general character are obtained in perturbation theory when the field operators 
obey equations of motion whose right-hand sides, the “currents”, are bilinear expressions in the fields. We 
may regard the expression (A.43) as a typical case of the vacuum expectation value of the product of three 
current operators.
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(A. 46)
k = l

(A. 46 a)

(A. 46 b)

(A. 46c)

We further note the identity
(A.46d)

ø.

doc
(A-47)

As we are interested only in the analytic properties of H as a function of the 
z’s, (A. 45) is quite as useful for us as the original expression (A. 44). The three 
a-integrations in (A. 45) can be carried through and the result can be expressed in 
terms of elementary functions only. We write the result as

have singularities.
(ii) The points in which we have 0 = 6.
To discuss case (i) we write the logarithms appearing in (A. 46) in the follow­

ing way:

The variables ai in (A. 44) are one-dimensional “Feynman variables’’ which have 
been introduced to simplify the formal integrations in p-space. The remaining three 
integrations in (A. 44) can be carried through, but lead to rather involved expressions. 
The result can be somewhat simplified if we differentiate (A. 44) with respect to the 
three masses and add the results. In this way, we get

Joc*a(l-a)-a z a-arø(l-a)

k al+A

k < I

dak
k= 1

between Pk, Rk, and
The function in (A. 46), and therefore also the function HA (z), has possible 

singularities at
(i) The points in which the functions

1 — Orø +Rk
z log------------------ /='

]/^k ~k~ai~am — y Rk

k dak-

3

From this representation it is clear that the function in (A. 47) is analytic everywhere, 
except when zfca(l - a) - at a - am (1 - a) vanishes for some value of a in the interval 
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(0,1)- This only happens when zk is real and positive and bigger than (p'ey + l/am)2• 
This singularity has an immediate physical significance as it corresponds to the 
“threshold” for the creation of one real particle with mass |/(q and another with 
mass l/am. It may be remarked that the position of a singularity of this kind depends 
only on one of the variables zk. It follows, e. g., from Fig. ‘29 that, if such a singularity 
is to occur in HA, it must be on the positive, real axis. This is consistent with the result 
found here as long as the masses ak are positive, real quantities.

In the case (ii) it follows from (A. 46 d) that the squares of all the ratios Pk/yRk 
are equal (and equal to Z (r)). To handle the signs involved, we solve the equation 
0 = 0 for z3 and get

(A. 48 a)

Substituting into 7?3 in (A. 46 c) we lind

^3 = Y~2 ^/7?1 ("2 - «1 - a3> ± P*2  ("i - a2 - «s)]2-
4 a3

As the sign of |//?3 is of no consequence in (A. 46) we may choose

|/^3 = n [j/^1 (z2 ~ al ~ °3) 4: |/-^2 (~i ~ O2 — a3)] 
z u3

and get
A = = ± P2

JÄRi fR3 ]/R2'

(A. 48 b)

(A. 48 c)

(A.48d)

The sign in the last expression in (A. 48d) is the same as the sign in front of the 
square roots in (A. 48a). We further find

(A. 49)

With the aid of (A. 49) and (A. 48) we now get

zk-cii-am-]/Rk
2 nin

(A. 50)

on the manifold 0 = 0. Therefore, the analytic function in (A. 46) has singularities in 
the case (ii) only when the integer n in (A. 50) is different from zero. The value of this 
integer has to be determined by a careful investigation of the branches of the loga­
rithms in (A. 46). As is most easily seen from (A. 45), the function must be regular 
and real when all the z’s lie on the negative, real axis. This requirement forces us to 
pick that branch of the logarithm that is real when the z’s lie on the negative, real 
axis (note that the Rks are positive there). Finally, we also note that it follows from the 
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integral representation (A. 45) that the function H is analytic when the imaginary 
parts of zk all have the same sign. In that case, the denominator never vanishes during 
the integration over the variables <xk.

As the function (A. 46) has been constructed in such a way that it can have no 
singularities in the domain of holomorphy U found in the main text, we may use 
the results there to simplify the discussion of the position of the singularities of (A. 46). 
If we fix and z2, e. g., in the positions in Fig. 28, we have already proved that there 
can be no singularity above the real z3-axis. Therefore, any point on the manifold 
0 = 0 with z3 in the upper half-plane must have n in (A. 50) equal to zero. By putting 
ai = a2 = 0 and choosing a suitable sign in front of the square roots in (A. 48 a), we 
find that the cur ve F12 lies in 0 = 0. Therefore, n = 0 on the part of /q2 that lies above 
the real z3-axis in Fig. 28. When z3 passes through the point P' in Fig. 28, the logarithm 
involving z3 in (A. 46) makes a jump while the two others remain fixed. Therefore, 
n#0 on the lower part of Iq2 in Fig. 28 and the function (A. 46) docs have a singularity 
there. By choosing cq and a2 different from zero, the curve given by (A. 48 a) in 
Fig. 28 is displaced to the right of F12, and it follows in the same way that the function 
(A. 46) has a singularity in any point below the real axis and to the right of F'12 in 
Fig. 28 for suitable values of ak. If we permute zk and z3 or z2 and z3 and use the 
symmetry properties of (A. 46), it follows from this that our function has singularities 
inside the shaded domain in Fig. 18. The only other singularities of our function are 
of the kind (i) and lie on the positive, real axis of one of the variables zk.

If we multiply the function HA (zk) in (A. 44) (or the function in (A. 46)) with 
an arbitrary weight function 9? (cq, u2, a3) and integrate over the aks from zero to 
infinity, the result is a function that fulfils all the analytic requirements of our functions 
(provided that the weight behaves in such a way at infinity that the «-integrations 
converge). As this is a very natural generalization of what is obtained from a straight­
forward application of perturbation theory, the conjecture that this is a general repre­
sentation of the functions that fulfil our requirements I, II, and III in the main text 
is not unreasonable. However, this conjecture is not correct. This follows immediately 
from the discussion of the singularities given here. As we have shown explicitly that 
a function obtained in this way has no singularities in some places where singularities 
can appear according to the general argument, this representation cannot be the most 
general one. It has been suggested that one obtains a more general function still ful­
filling all the analytic requirements by adding to such an expression terms of the form27
ft ft S i \
y\da1da2\da3(pÇak)\\dx1da2\dx3 ---------- ------------- , (A. 51)

and the terms obtained from (A. 51) after permutations of indices 1 and 3 and of 2 
and 3. The corresponding integrals with the denominators squared can again be 
expressed in terms of elementary functions. The result of these calculations contains 
tivo of the three terms in (A. 46) plus an extra term of the form

27 J. Schwinger, Proc, of the Seventh Annual Rochester Conference, p. IV-32 (1957).
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(A. 52)

As we don’t have all three terms in (A. 46) here, the calculation leading to (A. 50) 
cannot be carried through in general. Therefore, these terms have singularities as 
soon as 0 = 0, unless some very intricate cancellations happen between the different 
terms coming from (B. 9) and its permutations. As 0 = 0 has roots in many places 
inside the domain of holomorphy (cf. the discussion above) it follows that the extra 
terms (A. 51) are not possible as representations of our function for arbitrary weight 
functions ^(a*).  Further, in those parts of (A. 51) that have negative values of at least 
one of the masses ak, it follows that the “thresholds” (i) discussed above are complex 
quantities. This is in contradiction with the requirement that all singularities whose 
position depends on only one of the z’s, lie on the positive, real axis. Finally, it might 
also be mentioned that the term exhibited in (A. 52) can be shown to have singularities 
inside the domain of holomorphy U.

A characteristic feature of the example discussed above is the appearance of 
non-trivial singularities in the function II(c) in p-space, but of no singularities, except 
on the cuts, for the function F(z) in x-space. We want to mention that there exists an­
other example from perturbation theory where the situation is reversed. We consider 
three scalar fields 0fc (.r) with masses nik (/<= 1, 2, 3) which interact with the Lagran­
gian Lint = Â øj (x) ø2 (æ) ø3 (æ). The first two terms in an expansion of the field 
operators in powers of A are

A (*)  = ^°’(æ) + 4zb, (*-.<  0'/" (V) 0«’ (V) rf.r' + . . ., (A. 53)

where

(□ - m2) A R (.r - x', mk) = - ô (x - x') (A. 53 a)

and

AR(x-x', mk) = Q for .t0-.Tq < 0. (A. 53 b)

The first non-vanishing term in the vacuum expectation value of the three fields is 
given by

<010, (,T) 0. (X-) 03 (x") I 0 > - j J dp dp' eiplx-x") + ip'(x'—x")

Ø(p') Ø(p-p') I
(p-p')2+m2

0(p) 0(p')

ô(p2 + ;n2) d((p' -p)2 + .m2y 
p'2 + m%

&(p) 6(p'-p).

x (A. 54)
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From this, we can compute the function H (z) and find the simple result

H(z)=-7/7(zn|-zfc) \
* = i

(A. 55)

"This function is analytic when the variables zk vary independently in their cut planes. 
The domain of analyticity for H (z) is in this case exactly the same as the domain of 
analyticity for F (z) in the previous example.

The direct computation of the function F (z) from (A. 54) is somewhat involved. 
Instead of doing this calculation we remark that, if we multiply the expression (A. 54) 
with an arbitrary weight function (p(np, m2, zn3) and integrate it over positive values 
of the masses znfc, the result still fulfils all our requirements about local commutativity 
and the mass spectrum. Of particular interest is the following special weight.

3

k = 1
(A. 56)

/I (o, Z?) = 7J
1

(2 %)4
dp eipx

' p2 + 7

(~ (lk)2n'k'>

(A.56 a)

With the aid of the relation

(A. 57)P

we find

5TÂ

(A.58)

H <? ('»*)  dml (im2 < 0 I (æ) ^2 (æ') ^3 I 0 >

J . o

(,2)Z(p'2, U3)zl(1)(p2, Ut) 0(p') 0 (/)-/) 

I d (p2, fi^ÂÇp'2, a3)d(1)((p-p')2, a2) O(p) 0(p')

+ ^(/A ^1)^((P-P')2’ a2)à0)(p'2, as) 0(p) 0(p' p)].

Cf/21( n w 21 [dxeipxfi(z2+b),
1 /F -I- a 2 16 tt, j

• 'o

With the aid of standard techniques, this integral can be rearranged to read

J 1 ((C d<zi da2 da3 <5(1 - oq — a2 — a3) .
8 (2 7t)7 ,’o zi a2 «3 + -2 a3 ai + z3 a2 ai - «i oq - a2 a2 - </3 a3 '

This is exactly the same integral that was studied in (A. 44) and was shown to have 
non-trivial singularities when not all the z/s lie in the same half plane. By integrating 
with a suitable weight function the result obtained from perturbation theory, it is 
therefore possible to obtain singularities off the cuts also for the function F (z) in 
.r-space.
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It is somewhat remarkable that none of these examples obtained from pertur­
bation theory yields a singularity when all points zk lie in the same half-plane. The 
assumptions used here about the mass spectrum and local commutativity do not imply 
such a large analyticity domain. It is an open question for the moment whether or not 
further general conditions like the unitarity of the S-matrix enlarge the domain of 
analyticity of our functions or if the large domains found in perturbation theory are 
merely consequences of the very special interactions studied there. There is also the 
possibility that these large domains are consequences of the expansions used.

Indleveret til selskabet den 28. marts 1958.
Færdig fra trykkeriet den 17. september 1958.
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